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Abstract—Aphasia is a common type of acquired language impairment resulting from dysfunction in specific brain regions. Analysis of narrative spontaneous speech, e.g., story-telling, is an essential component of standardized clinical assessment on people with aphasia (PWA). Subjective assessment by trained speech-language pathologists (SLP) have many limitations in efficiency, effectiveness and practicality. This article describes a fully automated system for speech assessment of Cantonese-speaking PWA. A deep neural network (DNN) based automatic speech recognition (ASR) system is developed for aphasic speech by multi-task training with both in-domain and out-of-domain speech data. Story-level embedding and siamese network are applied to derive robust text features, which can be used to quantify the difference between aphasic speech and unimpaired one. The proposed text features are combined with conventional acoustic features to cover different aspects of speech and language impairment in PWA. Experimental results show a high correlation between predicted scores and subject assessment scores. The best correlation value achieved with ASR-generated transcription is .827, as compared with .844 achieved with manual transcription. The siamese network significantly outperforms story-level embedding in generating text features for automatic assessment.
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I. INTRODUCTION

APHASIA is a common type of acquired language impairment resulting from dysfunction in specific brain regions. It is typically related to a stroke or other physical conditions such as head trauma or tumor. Aphasia may impair a person’s ability to comprehend or formulate language, which could affect the communication modalities of auditory comprehension, verbal expression, reading, and writing [1]. People with Aphasia (PWA) show various types of symptoms, e.g., inability to pronounce, difficulty in naming objects and forming words, and/or comprehending language [2]. The symptoms depend on the location of injured brain region and vary in the degree of severity [3]. Their presence may have significant negative impact on daily communications of PWA, and lead to low self-esteem and social isolation [4].

Analysis of narrative spontaneous speech (e.g., picture description, story-telling) produced by PWA is an essential component of clinical assessment process for evaluating the severity and/or type of aphasia. The content and fluency of unprepared narrative speech are considered informative indicators of the severity of disorder [5], [6]. The assessment is carried out by trained speech-language pathologists (SLP) with pertinent linguistic and cultural background. The reliability and accuracy of such subject assessment approach depend on the clinician’s experience. Its efficiency in practical use is limited by the need for manual transcription of speech, which is very time-consuming [7]. Due to the global shortage of SLPs, many PWA do not have the chance of being timely assessed and regularly monitored on the state of impairment. Computer-assisted assessment based on advanced signal processing and machine learning techniques is believed to be an effective means to address this problem.

Automatic analysis of aphasic speech has been investigated to assist diagnosis, treatment and rehabilitation of PWA. In earlier studies, a variety of text and acoustic features were derived from manually produced speech transcription and annotation to distinguish aphasic speech from normal one [8], [9]. With the advancement of automatic speech recognition (ASR) technology, fully automated approaches are actively explored in recent years [10], [11]. Feature extraction is performed based on text output and time alignment information generated by ASR systems. The feature design relies largely on expert knowledge acquired in clinical practices. Specifically, text statistics, e.g., word frequency count by part-of-speech, and psycho-linguistic knowledge, e.g., word-level familiarity and age of acquisition scores [12], [13], were shown to be useful indicators of language impairment.

 Needless to say, in the ASR-based approach, the quality of ASR output plays a critical role in achieving reliable speech assessment. General-purpose ASR systems could not be straightforwardly applied to impaired speech [10], [14]. The mismatches in voice, articulation and language usage may lead to a high word error rate. Developing an application-specific ASR system with high accuracy is also a difficult task because of the scarcity...
of disease-matched training data. Therefore, it is important to design clinically-relevant features that are robust to errors in ASR output [11].

The present research aims to develop a fully automated speech assessment system for Cantonese-speaking PWA. The system takes in narrative speech produced by the subject being assessed and makes prediction on the severity of aphasia based on the characteristics of input speech. The proposed system design is centered around a range of machine learning techniques that are applied to extract, model and classify impairment-related linguistic and acoustic features. First, a deep neural network (DNN) based ASR system is trained by multi-task learning approach [21]. Multi-task learning was also applied to improve the performance of a Cantonese ASR system for aphasic speech assessment [25]. The system adopts the structure of time-delay neural network combined with BLSTM (TDNN-BLSTM). The two auxiliary learning tasks involved two out-of-domain unimpaired speech databases and were shown to benefit the main task of topic-specific narrative speech from PWA.

II. RELATED WORK

Conventionally automatic assessment of pathological speech is formulated as a pattern recognition problem that involves an explicit process of feature extraction. Atypicalities in PWA are manifested in the aspects of dysfluency, shortage of vocabulary, paraphasia, etc. Fraser et al. investigated a set of text and acoustic features from narrative speech on classification of sub-types of primary progressive aphasia (PPA) [8], [9]. Extraction of the text features required manual transcription of speech, and thus the system did not support fully automated assessment. In [10], an off-the-shelf ASR system was utilized to generate text transcription for feature extraction. The ASR accuracy on impaired speech was found to be inadequate for reliable assessment in practice. The study by Peintner et al. [15] dealt with the problem of sub-type classification of Fronto-temporal Lobar Degeneration. The proposed features, including phone duration, pause duration, part-of-speech (POS), and word frequencies, were computed from text output and time alignment information produced by a general-purpose meeting transcription system.

Duc Le et al. proposed to use a comprehensive set of acoustic and linguistic features to predict subjective assessment scores on aphasic speech [11]. Extracted with the assistance of a tailor-made ASR system, the features were intended to measure information intensity, dysfluency, lexical diversity, and deviations in rhythm and pronunciation (with respect to normal speech). In order to make the features more robust to ASR errors, a linear transformation was applied to map the raw features derived from ASR output to calibrated ones as if they were computed based on the respective ground-truth transcription.

In recent years, new deep learning models have been introduced to integrate feature extraction as part of model training, and let feature design be data-driven. In [16], a long-short-term memory (LSTM) model trained with word embeddings was used for classifying aphasia types in German-speaking PWA. The classification accuracy was on the low side mainly because of the shortage of training data. In [17], an end-to-end “utterance-to-score” approach was attempted in aphasic speech assessment. While effective binary classification of severe and mild cases could be achieved, it is difficult to extend to more complicated problem unless the amount of training data can be significantly increased.

Lacking in-domain training data has been a major obstacle to the development of ASR system for handling disordered speech. Various methods were proposed to mitigate this problem. They include speaker adaptation [18], tandem-based feature extraction [19], speaker-specific pronunciations learning [20] and multi-task learning strategy [21]. It was also suggested to exploit out-of-domain or in-domain healthy speech in ASR system training [14], [22]. Duc Le et al. made multiple attempts to improving ASR acoustic model via adaptation and pre-training based on out-of-domain impaired speech databases [23], [24], and the multi-task learning approach [11]. Multi-task learning was also applied to improve the performance of a Cantonese ASR system for aphasic speech assessment [25]. The system adopts the structure of time-delay neural network combined with BLSTM (TDNN-BLSTM). The two auxiliary learning tasks involved two out-of-domain unimpaired speech databases and were shown to benefit the main task of topic-specific narrative speech from PWA.

III. DATABASE: CANTONESE APHASIA BANK

Cantonese is a major Chinese dialect spoken by tens of millions of people in the provinces of Guangdong and Guangxi of Mainland China, Hong Kong, Macau, and overseas Chinese Communities. The Cantonese AphasiaBank (CanAB) is a large-scale multi-modal corpus developed jointly by University of Central Florida and the University of Hong Kong [26]. Its primary goal was to support both fundamental and clinical research on Cantonese-speaking aphasia population. The corpus contains audio recordings of narrative speech from 105 PWA and 149 unimpaired subjects. All of them are native speakers of Cantonese. The speech recordings were elicited following the English AphasiaBank protocol [27], [28], with adaptation to the local culture. The 9 narrative tasks are described in detail as in Table I. Each PWA was required to complete all of the 9 tasks, while each unimpaired subject was arranged to complete 8 tasks (since the “Stroke” task is not applicable). Except for personal monologue, each of the remaining 7 tasks is about specific topics, which is referred as a “story”. A head-worn condenser microphone and a digital recorder were used for audio recording at sampling rate of 44.1 kHz.
The speech recordings were transcribed by trained research assistants using the CLAN (Child Language Analysis) program [29]. The orthographic transcription is in the form of a sequence of Chinese characters. Fillers, unintelligible speech and non-speech sounds are represented by special symbols as specified in CLAN. The Chinese characters are then converted into syllable transcription in the Jyut Ping format using a Cantonese pronunciation lexicon [30].

All impaired subjects in Cantonese AphasiaBank participated in a standardized comprehensive assessment using the Cantonese Aphasia Battery [6]. The assessment comprises a series of sub-tests measuring speech fluency, naming abilities, etc. The sum of sub-test scores is commonly termed as the Aphasia Quotient (AQ). The value of AQ ranges from 0 to 100, indicating the overall severity of impairment. Lower AQ value means higher degree of severity.

As shown in Table II, a total of 16.4 hours of speech data from 92 impaired subjects and 14.4 hours of speech data from 118 unimpaired subjects are available for use in this study. They are named as the Aphasia group and Control group, respectively. The Aphasia group of subjects include 59 Anomic aphasia, 6 Transcortical sensory aphasia, 12 Transcortical motor aphasia, 10 Broca’s aphasia, 1 Isolation aphasia, 2 Wernicke’s aphasia and 2 Global aphasia. Their subjective AQ scores vary in the range of 11.0 to 99.0. Fig. 1 shows the histogram of AQ and Fig. 2 shows the distributions of AQ for 7 types of aphasia. Subjects diagnosed as Global aphasia obtain the lowest AQ scores. Subjects with high AQ scores are typically from the Anomic population.

As suggested in previous literature, speech impairment in PWA can be analyzed in linguistic aspect and acoustic aspect. The former one is based on text-based features, reflecting vocabulary and content related impairment. The latter one is reflected on the acoustic signal, e.g., dysfluency, voice changes, which can be derived from speech recordings. In order to achieve a more complete assessment, both aspects are covered in the proposed system design.

The overall architecture of the proposed system is shown as in Fig. 3. To begin with, the input speech from an impaired subject is decoded by an ASR system that is developed specifically to handle aphasic speech. The ASR system is trained with domain-matched data from unimpaired speakers in CanAB, as well as a few domain-mismatched Cantonese speech databases using the multi-task learning strategy. The ASR system can be configured to generate different types of representations of input speech, e.g., 1-best ASR output and confusion network. It can also generate time alignment information at phone level or above. In parallel to ASR, pitch and formant frequencies are derived from the audio signal. These acoustic features are then used to compute various acoustic measures, such as dysfluency and voice changes. The output of the ASR system and the acoustic features are then used to calculate various acoustic measures, which are then used to calculate the Aphasia Quotient (AQ). The overall architecture of the proposed system is shown as in Fig. 3. To begin with, the input speech from an impaired subject is decoded by an ASR system that is developed specifically to handle aphasic speech. The ASR system is trained with domain-matched data from unimpaired speakers in CanAB, as well as a few domain-mismatched Cantonese speech databases using the multi-task learning strategy. The ASR system can be configured to generate different types of representations of input speech, e.g., 1-best ASR output and confusion network. It can also generate time alignment information at phone level or above. In parallel to ASR, pitch and formant frequencies are derived from the audio signal. These acoustic features are then used to compute various acoustic measures, such as dysfluency and voice changes. The output of the ASR system and the acoustic features are then used to calculate various acoustic measures, which are then used to calculate the Aphasia Quotient (AQ).

As suggested in previous literature, speech impairment in PWA can be analyzed in linguistic aspect and acoustic aspect. The former one is based on text-based features, reflecting vocabulary and content related impairment. The latter one is reflected on the acoustic signal, e.g., dysfluency, voice changes, which can be derived from speech recordings. In order to achieve a more complete assessment, both aspects are covered in the proposed system design.

The overall architecture of the proposed system is shown as in Fig. 3. To begin with, the input speech from an impaired subject is decoded by an ASR system that is developed specifically to handle aphasic speech. The ASR system is trained with domain-matched data from unimpaired speakers in CanAB, as well as a few domain-mismatched Cantonese speech databases using the multi-task learning strategy. The ASR system can be configured to generate different types of representations of input speech, e.g., 1-best ASR output and confusion network. It can also generate time alignment information at phone level or above. In parallel to ASR, pitch and formant frequencies are derived from the audio signal. These acoustic features are then used to compute various acoustic measures, such as dysfluency and voice changes. The output of the ASR system and the acoustic features are then used to calculate various acoustic measures, which are then used to calculate the Aphasia Quotient (AQ).
computed directly from the raw speech signal. The most critical modules of the system are text feature extraction and acoustic feature extraction. The extracted features are used to train a regression model and predict AQ score of a test speaker.

V. ASR SYSTEM FOR APHASIA ASSESSMENT

A. Training and Test Data

The speech data used for acoustic model training are divided into two parts: in-domain data and out-of-domain data. Both parts are from unimpaired speakers.

1) In-Domain Data: There are a total 118 control subjects in the CanAB, each having completed 8 narrative tasks. The in-domain training data comprises about 12.6 hours of recordings from 101 unimpaired speakers. The remaining 1.8 hours of speech from the other 17 unimpaired subjects are used for ASR performance evaluation.

2) Out-of-Domain Data: King-ASR-086 & CUSENT: The out-of-domain data come from two publicly available Cantonese speech databases, both of which were created for large-vocabulary acoustic modeling.

- **King-ASR-086**
  King-ASR-086 (K086) [31] is a commercial speech corpus of Cantonese. It contains 87.4 hours of speech from 136 Cantonese speakers. The speech content is mainly news on a wide range of topics. In this study, 32,264 utterances from 55 male and 55 female speakers are used to train the ASR system foraphasic speech.

- **CUSENT**
  CUSENT is a large-scale continuous speech database of Cantonese developed by the Chinese University of Hong Kong [32]. The speech content includes 5,100 sentences selected from local newspaper articles, which provide a balanced phonetic coverage. The CUSENT training data contains 20,378 utterances from 34 male and 34 female speakers. The total duration is 19.3 hours.

The test data used for ASR performance evaluation are from the 92 PWA and the remaining 17 control subjects in the CanAB. Audio data from different databases are re-sampled to 16 kHz, regardless of the original sampling rates.

B. Acoustic Modeling

As described in [25], the multi-task learning strategy is applied to mitigate the data scarcity problem in this study. The neural network structure is TDNN-BLSTM. The multi-task TDNN-BLSTM model is illustrated as in Fig. 4. The combined layers of TDNN-BLSTM are shared among three learning tasks of phone-level acoustic modeling. The training error in a specific task is back-propagated through the corresponding task-dependent pre-final layer and the shared TDNN-BLSTM layers, while parameters for other tasks are kept unchanged. The overall cross-entropy loss function is weighted across tasks. The first task is carried out the in-domain data from unimpaired subjects in the CanAB with the goal of modeling normal speech produced on the 8 narrative tasks. Being the primary task, it is assigned the highest weight in the loss function. The second and the third learning tasks are phone-level acoustic modeling with K086 and CUSENT training data respectively. They target at modelling reading-style speech with unrestricted content.

This section describes the configurations of multi-task TDNN-BLSTM model and mono-task baseline models with the structures of feed-forward DNN, TDNN and TDNN-BLSTM.

Experimental results on ASR performance evaluation are analyzed and compared in Section IX-A. Like Mandarin (Putonghua), Cantonese is a monosyllabic and tone language. Each Chinese character is spoken as a monosyllable carrying a specific tone. The Cantonese phone set contains 32 basic phone units (13 vowels and 19 consonants), 1 silence and 1 laughter, which are used as basic units for acoustic modeling.

1) **Input Features**: The speed-perturbation processing is applied for training data augmentation with speed factors of 0.9, 1.0 and 1.1 [33]. The Kaldi speech recognition toolkit [34] is used to extract the input features, which consist of 40-dimensional Mel-frequency cepstral coefficients (MFCCs) appended with 3-dimensional pitch features [35]. Pitch features have been shown useful in ASR of tonal languages like Cantonese [35]. The window length and window shift for short-time spectral analysis are 25 msec and 10 msec, respectively. The 43-dimensional frame-level features are spliced with a contextual window for a specific neural network model (see more details in Section V-B2 and Section V-B4). Furthermore a 100-dimensional i-vector is appended for speaker adaptation [11].

2) **TDNN-BLSTM Model Structure**: The TDNN-BLSTM model consists of 4 TDNN layers stacked with 4 pairs of forward-backward projected LSTM (LSTMP) layers. Each TDNN layer contains 1,024 neurons, with ReLU activation and batch re-normalization (ReLU-renorm). LSTMP layers are with 1024-dimensional cells and 256-dimensional recurrent projections. The configurations of temporal contextual frames used at each layer are summarized in Table III, where \{-2, -1, 0, 1, 2\} indicates using 2 past frame and 2 future frame to compute an output activation. Three task-dependent pre-final layers with...
1,024 neurons are implemented with ReLU-renorm activation. The output dimensions for CanAB, K086 and CUSENT are 2,496, 2,561 and 2,576 respectively, which correspond to the number of distinct tri-phone states for the respective tasks.

3) **TDNN-BLSTM Model Training:** State-level tri-phone alignments are required as the target labels for acoustic model training. They are generated with a context-dependent GMM-HMM model trained with 40-dimensional feature-space maximum likelihood linear regression (fMLLR) features. For the training of multi-task TDNN-BLSTM, the mini-batch size is set to 64 and the number of training epochs is set to 6. The learning rate ranges from $1.5 \times 10^{-3}$ to $1.5 \times 10^{-2}$, following the exponential-delay learning schedule. Dropout strategy is adopted to improve generalization ability of the acoustic model, with a probability of 0.1 [36].

4) **Baseline Systems:** In addition to the multi-task TDNN-BLSTM model, three single-task baseline models are implemented and evaluated. These models are DNN, TDNN and TDNN-BLSTM, which are trained with only the CanAB training set. The feedforward DNN has 6 hidden layers, each containing 1,024 neurons with sigmoid activation functions. The input features to the DNN are sliced with a contextual window of $[-8, 8]$. The TDNN contains 5 sigmoid layers with 1,024 neurons per layer. The context configuration of TDNN is described as in Table III. For both DNN and TDNN models, the number of training epochs is set to 3 and the learning rate is from $1.5 \times 10^{-3}$ to $1.5 \times 10^{-2}$ with exponential decay. For the single-task TDNN-BLSTM model, layer configurations, the mini-batch size as well as learning rate are set the same as in multi-task TDNN-BLSTM. The dropout probability is set to 0.1.

**C. Language Model**

To obtain a language model that matches with the aphasic speech in the CanAB, the orthographic transcription of speech utterances from control subjects in CanAB is used to train syllable tri-grams. The training is implemented with the SRILM toolkit [37].

**VI. EXTRACTION OF TEXT FEATURES**

Text features are designed to reflect the linguistic aspects of aphasic speech that are related to language impairments. In Law [38], narrative speech from Cantonese-speaking PWA was found to be short of amount and content, and be impoverished in structural complexity and elaboration. Kong [39] showed that aphasia speakers tend to miss more main concepts in the description of pictures than control speakers, and the fluent aphasic group performed better than the non-fluent group in producing main concepts. By carefully examining and comparing the content of selected stories from PWA and control subjects in the Cantonese AphasiaBank, the following observations are made:

- The number of topic-specific words decreases as the severity of aphasia increases;
- Sentences spoken by PWA typically are fragmented;
- Subjects and objects are often missing in aphasic speech.

Capturing topic-specific content is believed to be useful in differentiating the story told by an impaired speaker from those by unimpaired ones. The degree of discrepancies is expected to be a good indicator of the severity of aphasia. The text features are to be computed from erroneous ASR output. Two different approaches are presented in this section. Both of them are data-driven and involve the use of machine learning models.

**A. Story Vector Representation**

The continuous bag-of-words (CBOW) model is commonly used to map discrete words to continuous-value vector representations by capturing the relation between words [40]. In this study, a story-level vector representation is derived from word vectors to characterize the lexical and semantic content of the story. It is noted that speech utterances in the Cantonese AphasiaBank corpus contain frequent occurrences of colloquial terms and fillers, which are difficult to be transcribed into standardized Chinese characters. Therefore non-tonal syllable transcription, which is less vulnerable to ASR errors and out-of-vocabulary words, is used to represent the speech content for text feature extraction. A CBOW model is trained with syllable-level transcription of all stories from the 118 unimpaired speakers in CanAB. Here each spoken syllable of Cantonese is treated as a word, and thus the CBOW model actually learns syllable embeddings. A story in CanAB, the story vector is obtained by taking the average of all syllable vectors in accordance to the transcription of the story. The appropriateness and effectiveness of taking simple average are justified by the fact that basic algebraic operations can be applied to the word vectors learned by CBOW [40].

1) **CBOW Training:** The CBOW model is implemented using the Word2Vec Toolkit [41]. The training data is manual transcription of speech from 118 unimpaired speakers on 8 narrative tasks. The transcription contains about 183,000 syllables. The number of unique syllables is 523. A contextual window of 6 syllables is used for CBOW training. The dimension of syllable vector is set to be 50. The size of negative sampling set is set as 5 and the sub-sampling threshold is set as $10^{-5}$ [42].

2) **Inter-Story Feature & Intra-Story Feature:** We compute story vectors based on 7 tasks with specific topics (see Section III). Given story vectors from 118 unimpaired speakers and 92 impaired speakers, we extract two types of text features for each impaired speaker, namely inter-story feature and intra-story feature, following our previous work [22]. As illustrated in Fig. 5(a) (unimpaired speech) and 5(b) (impaired speech),
the t-distributed Stochastic Neighbor Embedding (t-SNE) algorithm [43] is applied to visualize the 50-dimensional story vectors derived from manual transcription in a 2-dimensional (2D) space. Different colors indicate different story topics.

For unimpaired speech, it is obviously seen that story vectors on different topics are almost perfectly separated from each other, whilst for impaired speech, a noticeable degree of overlap among story vectors can be observed. Specifically, 7 story vectors from an impaired speaker with Broca’s aphasia (AQ: 42.0), marked by black diamonds “♦” in Fig. 5(b), can hardly be separated. It is due to the fact that the speech from this speaker contains mostly function words but few topic-specific content words. The inter-story and intra-story features are designed to quantify the degree of language impairment of an impaired speaker based on the significant discrepancy in the story vectors of impaired and unimpaired speakers:

- **Inter-story feature: No. of mis-clustered story vectors**
  The inter-story feature aims to capture the degree of confusion among 7 produced stories by counting the number of mis-clustered story vectors. Given the 7 story vectors from an impaired speaker, these vectors are first pooled with $7 \times 118$ story vectors from unimpaired speakers. K-means clustering is applied to group the pooled data into 7 classes, and the number of mis-clustered story vectors for the impaired subject is counted. The feature value is divided by 7 to be normalized in the range of 0 to 1.

- **Intra-story feature: similarity w.r.t unimpaired speech**
  For each of the 7 story topics, a topic vector is computed by taking the mean of the respective story vectors from all 118 unimpaired subjects. It is a compact representation of the topic as a kind of norm, against which the impaired speech would be compared. Given an impaired subject, the cosine similarity between each of the subject’s story vectors and the respective topic vector is computed. The intra-story feature is defined as the average of cosine similarity measures over the 7 stories.

In practice, the story vectors have to be derived from error-prone ASR output. Fig. 5(c) illustrates story vectors of impaired speech derived from 1-best output of multi-task TDNN-BLSTM ASR system described in Section V-B2. Compared with transcription-based story vectors shown in Fig. 5(b), ASR-based story vectors are even more confused due to the ASR errors but have similar positions in the 2-dimensional space. This implies that the ASR-generated story vectors are robust to ASR errors to some extent and involve the factor of ASR performance on impaired speech for the assessment. The detailed discussion of robustness of text features to the ASR errors will be presented in Section IX-B.

### B. Siamese Network: Aphasic Speech vs. Unimpaired Speech

In the previous approach, the CBOW model and the simple averaging method are utilized without considering word order. The story vectors mainly focus on reflecting the semantic content and lexical diversity of spoken stories. However, the syntactic impairment of aphasic speech, as an important indicator to the severity assessment of aphasia [6], is not taken into account. On the other hand, simply taking the mean of syllable embeddings may lead to the loss of semantic information. In this section, we propose a novel approach to extracting more comprehensive inter-story and intra-story features using siamese network.

Siamese network consists of a pair of identical sub-networks with shared weights [44]. It is able to learn high-level representations of inputs from their respective sub-networks for further comparison. The inputs for siamese network can be image data, sentences or sequential data, and thus the model is applicable to various comparison-making tasks such as image matching (e.g., face [44] and signature [45] verifications) and semantic matching (e.g., community question answering [46], off-topic response detection [47]). In this work, a siamese network is trained to compare spoken stories from impaired speakers and unimpaired ones for the text feature extraction.

1) **Architecture of Siamese Network:** The model architecture adopted in this study is motivated by that in [47], which is shown in Fig. 6. It aims at comparing two spoken stories A and B. Firstly, each syllable in a story is converted to a vector using the Word2Vec toolkit (see Section VI-A1). $V_1^A, V_2^A, \ldots, V_L^A$ ($V_1^B, V_2^B, \ldots, V_L^B$) represent syllable vectors of story A (B) with length $L$. The converted vectors are concatenated to a 2-dimensional matrix with the shape of $L \times D$, where $L = 992$ denotes the maximum length among stories (padded where
necessary) and $D = 50$ is the dimension of syllable vectors. From the bottom of the siamese network, two CNNs share exactly the same architecture and weights. They are treated as descriptor computation modules to extract high-level representations from two branches of input texts. The concatenated syllable vectors are fed to 5 filter sizes of {3, 4, 5, 6, 7} × 50 with stride 1 in the convolutional layer. Each filter size corresponds to a $N$-gram order, i.e., tri-grams to 7-grams. In this way, the word order is taken into consideration to reflect the syntactic impairment of aphasic speech. 100 filters are used per filter size, resulting in 500 feature maps ($992 \times 1$). Max pooling is applied to capture the most important information in each feature map and the results are concatenated to a 500-dimensional vector representation. This pooling scheme naturally copes with variable sentence lengths. It is followed by a distance computation layer defined as $|C(A) - C(B)|$ (element-wise absolute difference), where $C(A)$ and $C(B)$ are vector representations of story A and story B generated from CNNs. A fully-connected layer with the size of 40 is stacked on the top of the model, followed by a sigmoid function to generate a similarity score for the pair of input stories. The ReLU activation function and dropout regularization are applied between the distance computation layer and the fully-connected layer.

2) Inter-Story Feature & Intra-Story Feature:

- **Inter-story feature: degree of confusion of 7 stories**

Recall that the inter-story feature before is used to measure the degree of confusion among story vectors from impaired speakers using story vectors from unimpaired speakers as benchmark. Similarly, a siamese network is trained with pairs of unimpaired stories to determine whether the two spoken stories are on the same topic or not. We divide 118 unimpaired speakers into a training set and a validation set, which contain 106 speakers and 12 speakers respectively. Pairs of stories are randomly selected from 106 unimpaired speakers for training. If a pair of selected stories is on the same topic, the training target is set to 1, otherwise it is set to 0. The Area Under receiver operating characteristic Curve (AUC) is used as performance metric in the experiment (value of 1.0 indicates a perfect classification). Table IV shows that the AUCs can attain almost 1.0 for both training set and validation set, which confirms the capacity of the proposed siamese network for inter-story extraction. A pair of spoken stories with distinct topics from an impaired speaker are used as test data. They can be in the form of manual transcription or ASR output. There should be 21 unique pairs of stories derived from 7 stories for each impaired speaker so that 21 similarity scores can be obtained from the output of siamese network. Given an impaired subject, the mean similarity scores is defined as the inter-story feature. Compared with the inter-story feature based on story vectors (# of mis-clustered vectors), the inter-story generated from the siamese network is naturally a continuous value in the range of 0 to 1. This may be more suitable to the regression task.

- **Intra-story feature: severity w.r.t unimpaired speech**

For the extraction of intra-story feature, the siamese network is designed to compare the content of impaired story with that of unimpaired story within the same topic. During the training procedure, the story A and story B in Fig. 6 represent a story spoken from an unimpaired speaker and the other from an impaired speaker. They are required to be about the same topic. The training target of the siamese network is to discriminate PW A with High-AQ (AQ ≥ 90) from those with Low-AQ (AQ < 90). There are 39 subjects in the High-AQ group (label 1) and 53 subjects in the Low-AQ group (label 0). The classification label of each pair of stories is inherited from the impaired speaker. We expect that the siamese network can map the content discrepancy between impaired and unimpaired stories to the severity degree of PWA.

The experiment on intra-story feature extraction is carried out by the five-fold cross validation strategy. As the benchmark, the text inputs of unimpaired speakers are from manual transcription. 85 unimpaired subjects are selected as training set. 24 unimpaired subjects and the rest of 9 unimpaired subjects are as test set and validation set. These three data sets are fixed in 5 folds. For input stories of impaired speakers, they can be in the form of manual transcription or ASR output. In each fold, 80% of the impaired subjects are used for training and the remaining 20% are used for test. 10% of the impaired subjects are randomly selected from training subjects as a validation set. Each of the impaired stories need to be compared with all unimpaired stories on the same topic in the respective set. The intra-story feature is defined as the average of output scores over all story pairs of an impaired speaker.

3) Hyperparameters for Model Training: The training parameters are set empirically. The mini-batch sizes are 128 for

![Fig. 6. Architecture of siamese network trained with (a) manual transcription or 1-best ASR output of aphasic speech, and (b) confusion networks from ASR system on aphasic speech.](image-url)
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The story vectors are desired to be derived from the error-prone ASR output in practical use. Thus, the quality of ASR output on impaired speech strongly affect the reliability of text feature extraction and further affect the accuracy of automated assessment for PWA. In the previous study [25], we incorporated rich representation of ASR output (i.e., $N$-best lists and confusion networks) into the computation of story vectors instead of using the straightforward 1-best ASR output. It has been demonstrated that the rich representation could provide a larger set of ASR hypotheses to facilitate more robust story vectors. In the present paper, we propose to incorporate confusion networks into text features derived from not only story vectors but also siamese network.

Confusion networks (CNs) are direct linear graphical representations of most likely hypotheses in the lattice. Fig. 8 gives an example of CNs. Each edge represents a syllable with its associated posterior probability. The summation of posterior probabilities of all candidate syllables is 1.0 at each segment. “EPS” in the CNs represents a NULL hypothesis. In the present study, we adopt the function “lattice-mbr-decode” implemented in Kaldi [34] to generate CNs.

1) Story Vectors with Confusion Networks: The story vectors incorporated with CNs are computed by the following procedures:

- Step 1. Obtain the CNs from lattices for all stories. Let $L$ represents the length of position segments in the CN for a

training the siamese networks. The initial learning rates are set to $10^{-3}$. Model training aims at minimizing the binary cross-entropy loss with the Adam optimizer [48] (weight decay coefficient $5 \times 10^{-4}$). Dropout method with probability 0.5 is used for the regularization purpose. PyTorch [49] is used for training the siamese networks in this study.

C. Effectiveness of Text Features

To examine the effectiveness of our proposed text features, we compare them with other two data-driven text features in terms of the Spearman’s correlation with subjective AQ scores of 92 impaired speakers. The first one is the perplexity of $N$-gram model, which has been shown to be useful for automatic diagnosis of Alzheimer’s disease [50]. Specifically, $\{2, 3, 4, 5\}$-gram models are also trained with syllable transcription of speech from the 118 unimpaired speakers. The perplexity is used to evaluate how well a $N$-gram model fits the impaired speech transcription. The other approach is based on story vectors derived from the bag-of-words model. The dimension of story vector is 523, which is equal to the number of unique syllables in the training texts (see Section VI-A1). Subsequently, the inter-story and intra-story features are computed based on these 523-dimensional story vectors.

Table V compares the absolute values of Spearman’s correlation given by four approaches. All features are generated from manual transcription. It can be seen that the proposed inter-story and intra-story features perform much better than the perplexity of $N$-grams. $N$-grams only focus on the discrepancy of syllable combinations between impaired and unimpaired speech based on simple frequency count, while the inter-story and intra-story features are able to capture the content discrepancy. Another significant improvement of correlation value comes from the syllable embeddings. The syllable embedding method outperforms the bag-of-words model in generating story vectors since it can learn the semantic relation between the syllables. Fig. 7 shows the comparison between story vectors of unimpaired speakers based on bag-of-words and those based on syllable embeddings in the 2D space. It is observed that the story vectors with the same topic derived from syllable embeddings are denser than those from bag-of-words model, which confirms the advantage of using syllable embeddings. Instead of representing a spoken story as a vector, the text features derived from a siamese network achieve the best performance. The siamese network not only learns the content of spoken stories but also has the ability to capture some syntactic information from the stories. Compared with the unsupervised story vectors, the siamese network is trained in a supervised way, which may provide additional benefits to the results.

D. Improving Feature Robustness to ASR Errors

The story vectors are desired to be derived from the error-prone ASR output in practical use. Thus, the quality of ASR output on impaired speech strongly affect the reliability of text feature extraction and further affect the accuracy of automated assessment for PWA. In the previous study [25], we incorporated rich representation of ASR output (i.e., $N$-best lists and confusion networks) into the computation of story vectors instead of using the straightforward 1-best ASR output. It has been demonstrated that the rich representation could provide a larger set of ASR hypotheses to facilitate more robust story vectors. In the present paper, we propose to incorporate confusion networks into text features derived from not only story vectors but also siamese network.

Confusion networks (CNs) are direct linear graphical representations of most likely hypotheses in the lattice. Fig. 8 gives an example of CNs. Each edge represents a syllable with its associated posterior probability. The summation of posterior probabilities of all candidate syllables is 1.0 at each segment. “EPS” in the CNs represents a NULL hypothesis. In the present study, we adopt the function “lattice-mbr-decode” implemented in Kaldi [34] to generate CNs.

1) Story Vectors with Confusion Networks: The story vectors incorporated with CNs are computed by the following procedures:

- Step 1. Obtain the CNs from lattices for all stories. Let $L$ represents the length of position segments in the CN for a
story and $N_1, N_2, \ldots, N_L$ denote the number of candidate syllables at $L$ segments. For the $l$-th segment, the candidate syllables are $w_{1,l}, w_{2,l}, \ldots, w_{N_l,l}$ with posterior probabilities $p_{1,l}, p_{2,l}, \ldots, p_{N_l,l}$.

- Step 2. For each story, the story vector $V_{\text{story}}$ is computed as the weighted average of all candidate syllable vectors appeared in the corresponding CN:

$$V_{\text{story}} = \frac{\sum_{l=1}^{L} \sum_{i=1}^{N_l} p_{i,l} V_{i,l}}{L - L_{\text{EPS}}}. \quad (1)$$

The weight for each candidate syllable corresponds to the posterior probability generated from the CN and $V_{i,l}$ indicates the syllable vector of $w_{i,l}$. It is noted that the syllable vector for “EPS” is set as a zero vector and $L_{\text{EPS}}$ represents the number of “EPS” with posterior probability of 1.0 in CNs. They are removed when computing the averaged story vector.

2) Siamese Network with Confusion Networks: CNs were utilized to train a BLSTM-RNN system in the spoken utterance classification task and showed better classification performance than using 1-best ASR output [51]. Motivated by the approach in this work, we propose to incorporate CNs into syllable embeddings as the input to siamese network. The modified syllable vector $V_{l}^{\text{modified}}$ is given by a weighted sum representation with the posterior probabilities from CNs:

$$V_{l}^{\text{modified}} = \sum_{i=1}^{N_l} p_{i,l} V_{i,l}. \quad (2)$$

As shown in Fig. 6(b), we take the computation of $V_{2}^{\text{modified}}$ as an example. The modified syllable vectors are stacked as a 2-dimensional matrix to represent a spoken story and then fed to the siamese network. The syllable vector for “EPS” is also set as a zero vector. The “EPS” with posterior probability of 1.0 in CNs is skipped when concatenating the modified syllable vectors for each input story.

VII. ACOUSTIC FEATURE EXTRACTION

Apart from linguistic impairment, symptoms like dysfluency, voice disorder and dysprosody may be present in PWA at various severity levels and with different combinations [2]. Two types of features in the acoustic aspect are extracted for developing a more comprehensive assessment system.

A. Supra-Segmental Duration Features

Supra-segmental duration features have been applied to characterize the dysfluency property of aphasic speech [22]. Based on the previous study, 13 duration features that are related to speech fluency are extracted. They are listed in Table VI. Two feature extraction approaches, relying on forced-alignment with manual transcription and time alignment with ASR decoder (ASR-alignment), are compared in terms of the Spearman’s correlation with AQ values of 92 PWA.

We define the silence segments as regions of speech longer than 0.5 second and each speech segment is defined as the speech region between two silence segments. Note that parameter 1 in Table VI denotes the duration ratio between non-speech part and speech part, where the non-speech part covers filler words and silence segments while the speech part consists of all spoken syllables. The silence segments are categorized as short segments (> 0.15 second and ≤ 0.4 second) and long segments (> 0.4 second) in parameter 12 and 13 [52]. All duration features are average values computed over 9 tasks for each impaired subject.

As shown in Table VI, a number of supra-segmental duration features based on either forced-alignment or ASR-alignment show high correlations with AQ and the values reveal that the milder PWA exhibit less dysfluency. However, duration features extracted from ASR-alignment perform slightly worse than those from forced-alignment. This is reasonable due to the ASR errors on impaired speech. We find that a significant portion of the recognition errors are caused by occurrences of unintelligible speech sounds, which are not modeled by the ASR system. These sounds could be recognized as Cantonese syllables, and thus
increasing proportion of speech part and masking the degree of dysfluency.

B. eGeMAPS Features

The extended Geneva Minimlistic Acoustic Parameter Set (eGeMAPS) is a collection of acoustic features that are effective in voice-related tasks such as speech emotion recognition [53]. It has been used for automatic diagnosis of Parkinson’s disease [54] and autism spectrum of children [55], which share many similarities with aphasia. The eGeMAPS contains 88 low-level acoustic features, covering spectral, cepstral, prosodic and voice quality information and can be conveniently extracted with the openSMILE toolkit [56]. These features are expected to reflect voice-related impairment in aphasic speech to facilitate the assessment of PWA.

We extract eGeMAPS features for each impaired speaker based on speech recordings of 9 tasks and compute the average value for each type of feature. For 92 impaired speakers, the absolute values of Spearman’s correlations between eGeMAPS features and AQ scores range from .001 to .666.

C. Feature Selection

The goal of feature selection procedure is to select the most robust features and reduce the feature dimension for the following prediction of AQ. For the 13 candidate supra-segmental duration features, we apply a two-tailed paired t-test with $p = .05$ to select features whose values derived from ASR-alignment are not significantly different ($p > .05$) from those derived from forced-alignment. As shown in Table VI, three parameters in bold, namely “average duration of silence segments,” “# of spoken syllables” and “syllable count per second,” are finally selected. This suggests that the ASR performance should be further improved to obtain more accurate time alignment information.

The eGeMAPS features are directly extracted from speech recordings with no need to consider the problem of robustness. We select three of them with the highest correlations with AQ: (1) the number of loudness peaks per second (Spearman’s correlation: .666); (2) the mean length of unvoiced regions (Spearman’s correlation: -.664); (3) ratio of the energy of the spectral harmonic peak at the third formant’s center frequency to the energy of the spectral peak at F0 (Spearman’s correlation: .617). The selected eGeMAPS features suggest that the loudness of impaired speech, the duration of unvoiced part, and the formant information are closely related to the severity level of PWA.

VIII. EXPERIMENTAL SETUP

The proposed system aims to automatically predict the AQ scores based on two types of text features and six types of acoustic features including three supra-segmental duration features and three eGeMAPS features. All 8 features are z-normalized separately in order to make their values in the comparable range. They are combined as an 8-dimensional feature vector for each impaired subject. Automatic prediction of AQ is formulated by a regression task. Two different regression models based on linear regression (LR) and random forest (RF) are applied and evaluated. Leave-one-out cross-validation strategy is adopted for performance evaluation. In each fold, feature vectors from 91 impaired speakers are used to train the regression models and the feature vector from the remaining one impaired speaker is used as the test data. As a result, a predicted AQ score is obtained for each of the 92 aphasia speakers.

The experiments are carried out using six different schemes of feature combination as shown in Table VII. The eGeMAPS features extracted from raw speech recordings are identical across the 6 schemes. The regression models are trained independently for each scheme. The experiments are designed to compare the performance of AQ prediction in the ideal case of using a perfect ASR (manual transcription) with that in the practical case of using an imperfect ASR.

IX. RESULTS AND DISCUSSION

A. ASR Performance

The performance of baseline systems and multi-task TDNN-BLSTM system are compared in Table VIII. They are evaluated on both Aphasia group (92) and Control group (17) in the test set of CanAB. We use syllable error rate (SER) as the performance metric. The overall SER is denoted as “SER” in Table VIII.

For acoustic models of DNN, TDNN and TDNN-BLSTM trained with CanAB using mono-task learning, TDNN-BLSTM model outperforms other models. Using TDNN-BLSTM acoustic model significantly reduces overall SER by 5.79% and 3.40% compared with TDNN model for the Aphasia group and the Control group respectively. This implies that the long contextual information captured by BLSTM structure is important to aphasic speech recognition. The multi-task TDNN-BLSTM achieves the best performance among all acoustic models, with relative improvements of SER of 5.66% for the Aphasia group and 3.40% for the Control group compared with its counterparts in mono-task case. The result shows that a large amount of speech data with different speaking styles can be jointly learned to improve the generalization capability of the acoustic model under the multi-task framework.

The speaker-level SER and story-level SER of Aphasia group and Control group are further compared. Table IX summarizes the mean and standard deviation of speaker-level SER and story-level SER for two groups of subjects. Compared with the Control group, the SER per speaker varies greatly for the Aphasia group, reflecting the highly diverse types and degrees

---

TABLE VII

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Text Features</th>
<th>Duration Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trans-storyvec</td>
<td>transcription+story vectors</td>
<td>forced-alignment</td>
</tr>
<tr>
<td>Trans-siamese</td>
<td>transcription+siamese network</td>
<td>forced-alignment</td>
</tr>
<tr>
<td>ASR-best-storyvec</td>
<td>1-best ASR output+story vectors</td>
<td>ASR-alignment</td>
</tr>
<tr>
<td>ASR-CN-storyvec</td>
<td>CN+story vectors</td>
<td>ASR-alignment</td>
</tr>
<tr>
<td>ASR-best-siamese</td>
<td>1-best ASR output+siamese network</td>
<td>ASR-alignment</td>
</tr>
<tr>
<td>ASR-CN-siamese</td>
<td>CN+siamese network</td>
<td>ASR-alignment</td>
</tr>
</tbody>
</table>
of language impairment. Across different tasks, the ASR system shows similar variation in performance for both groups. For the impaired speakers, two tasks of personal monologue named “Stroke” and “ImpEv” obtain top two SERs with the percentages of 43.75% and 42.82% among 9 tasks. The spoken content and vocabulary of personal monologue are not within a specific topic, and thus the language model finds it hard to deal with the unseen domains. Table VIII also shows the SER of speech from 7 tasks (except two personal monologues), which is denoted as “SER-7”. As expected, a SER decrease can be seen for both groups. The ASR output of impaired speech of 7 tasks (SER-7: 37.12%) is used to extract text features for aphasic speech assessment.

For impaired speakers, the correlation between their overall SERs and subjective AQ scores is of great interest to us. We expect that the speech from more severe PWA is more likely to be mis-recognized due to impaired fluency and frequent non-speech events. The Spearman’s correlation of −.603 confirms a relatively high correlation between SERs and AQ scores, suggesting that the ASR performance is probable to reflect the severity degree of PWA. However, the SER information cannot be obtained without manual transcription so that it is limited to some specific applications.

B. Robustness of Text Features to ASR Errors

The robustness of text features to ASR errors is critical to realizing the ASR-driven assessment system. In this section, we will examine the effectiveness of CNs in improving feature robustness and investigate the effect of ASR errors on the assessment results.

As shown in Table X, we divide the 92 impaired speakers into two groups based on the SER: below 50% vs. over 50%. There are 59 impaired subjects with SER lower than 50% while 33 speakers are with SER higher than 50%. For each group, we compare the average deviation of text features computed with the ASR output from those with manual transcription (text feature_{ASR} − text feature_{manual}). Smaller absolute value of the distance indicates that the ASR-generated text features is closer to those based on manual transcription. For the inter-story feature, a positive deviation means that the degree of confusion of stories (e.g., # of mis-clustered story vectors, content similarity) tend to be over-estimated based on the ASR output, hence the degree of impairment would be over-estimated. For the intra-story feature (e.g., cosine similarity, severity score), a negative deviation indicates over-estimated discrepancy between impaired and unimpaired content, and would also lead to the over-estimation of impairment severity.

For the group of low-SER subjects, the text features computed with CNs, namely the ASR-CN-storyvec and ASR-CN-siamese, are more robust to ASR errors than those computed with 1-best ASR output in most cases. The smallest average deviation of inter-story feature is 0.002 in ASR-CN-storyvec and ASR-CN-siamese, which can be treated as an over-count of 0.014 mis-clustered story vectors (out of 7). The average deviation of intra-story feature attained by ASR-CN-siamese is also very small (0.001). For the high-SER subjects, the intra-story and inter-story text features derived from ASR-CN-storyvec and ASR-1best-siamese achieve the best performance. Compared with the subjects with low SER, the text features computed from ASR output deviate more noticeably. This reveals that poor ASR performance accounts for the over-estimation of impairment.
severity. With the approach of story vectors, using the CNs can improve the robustness of inter-story and intra-story features in terms of the deviation values for high-SER group. Whilst with the siamese network, using the 1-best ASR output achieves smaller absolute deviation values than using the CNs.

Overall speaking, the ASR errors would cause overestimation of severity level and the robustness of text features can be improved with the incorporation of CNs, especially for subjects with low SER.

C. Automatic Prediction of AQ

With the LR and RF models, the prediction performance of six experimental schemes are compared in Table XI. Transcription type (manual transcription vs. ASR output), approach to text feature extraction (story vectors vs. siamese network), approach to feature robustness improvement (1-best ASR output vs. CNs) and regression model (LR vs. RF) are considered in the comparison. Table XI summarizes the AQ prediction results which are measured in Spearman’s correlation between the predicted AQ ($AQ_p$) and the reference AQ ($AQ_r$) scores of 92 PWA. Not surprisingly, features derived from manual transcription would lead to more accurate prediction results than those from ASR output, with the best correlation value of .844 vs. .827. This suggests that the automatic assessment system still have the potential to be further improved. The siamese network significantly outperforms the story vectors in generating text features for AQ score prediction, whether the text features are derived from manual transcription or ASR output, reflecting that the siamese network is more suitable than the story vectors in this specific assessment task. With the help of CNs for improving the robustness of text features, the AQ prediction performance can be accordingly enhanced, but the improvement is not statistically significant. In addition, it can be seen that the RF model performs better than the LR model in the AQ prediction task.

Table XII summarizes AQ prediction performance based on individual feature groups, namely 2-dimensional text features, 3-dimensional duration features and 3-dimensional eGeMAPS features, using the RF regression model. Manual transcription-based, ASR-based text features and duration features are compared. The results show that manual transcription-based features are more effective than ASR-based ones. The text features are found to be more useful in AQ prediction than the duration and eGeMAPS features, suggesting that language impairment is more significant than acoustic impairment in aphasic speech.

Compared with the results in Table XI, the combination of all proposed features shows better performance than individual feature groups in most cases. Therefore, considering multiple aspects of aphasic speech is critical to the design of an assessment system.

The best automatic assessment system attains a correlation of .827 using the RF regression model under the scheme of ASR-CN-siamese. With this model, we plot the histogram of AQ prediction errors ($|AQ_p - AQ_r|$) in Fig. 9. Almost a half, i.e., 48.9% (45/92) of impaired speakers obtain the prediction errors $|AQ_p - AQ_r| \leq 5.0$, and 71.7% (66/92) have the prediction errors smaller than 10.0. The result demonstrates that the 8 proposed features are fairly reliable in predicting the subject AQ scores. Fig. 10 gives a scatter plot of predicted AQ versus subjective AQ.
ground-truth AQ. It is found that AQ prediction is more accurate for aphasia speakers with high AQ scores. These speakers represent mainly the types of Anomic, Transcortical motor and Transcortical sensory aphasia. For subjects with AQ < 50, the predicted AQs tend to be higher than subjective AQs. This may be related to imbalanced data distribution that only 8 speakers are with AQ < 50. It is expected that the quality of ASR output would affect the assessment accuracy. Therefore, we compute the correlation between SERs and AQ prediction errors of 92 PWA but the correlation value of .339 is not significant. A similar result was found in an automatic assessment system for English-speaking PWA [11].

To investigate the possible causes of prediction errors, we analyze two typical impaired subjects whose AQ prediction errors are greater than 10.0. The SER of these two selected speakers are on the low side, i.e., 27.89% and 24.60%, ensuring that the text features are not much affected by ASR errors. The AQ value of the former subject is underestimated (AQp = 77.1 vs. AQr = 90.4). We find that there are frequent onomatopoeia words in his speech, such that the value of computed intra-story text feature is significantly small. It should be noted that the AQ is a composite score measuring multiple aspects of speech impairment of PWA. Some parts of the sub-tests, e.g., auditory verbal comprehension, naming, are not related to the speech impairments that the proposed features aim to characterize. It is possible that the subject performed very well in most of the sub-tests and obtained a high combined score, but was not able to handle the narrative tasks [57].

The other selected impaired subject has an over-estimated predicted AQ score, i.e., AQp = 90.2 vs. AQr = 73.2. The text features of this subject are relatively good, meaning that the content of her spoken stories is quite relevant to the given topics. However, the syntactic constructions of her spoken sentences are often incomplete and confused. In addition, topic-specific keywords and long phrases were repeated several times when she tried to produce the next sentence. This over estimation problem reveals that our proposed model is not able to sufficiently capture the syntactic characteristics of aphasic speech. If the subject’s speech includes a great number of topic-specific words, the resulted text features would not accurately reflect the severity level of PWA. We consider it necessary to further explore other text features to characterize syntactic impairment in aphasic speech in the following study.

X. CONCLUSION

In this paper, a fully automated assessment system based on narrative speech from Cantonese-speaking PWA is presented. It has been demonstrated that the proposed data-driven text features are very effective in detecting language impairment in aphasic speech. Text features learned by the siamese network show the highest correlation with subjective AQ scores. By leveraging confusion network as enriched representation of ASR output, the robustness of text features could be further improved. Combined with other acoustic features, a high correlation of .827 can be achieved between predicted AQ and reference AQ. The proposed system provides a more efficient way of processing and analyzing pathologically impaired speech for the purposes of diagnosis and rehabilitation.

For follow-up work, there is clearly a need to improve the performance of ASR on aphasic speech so as to produce more robust features. It is also important to apply our proposed approach to other databases of pathological speech and different languages. Finally, automatic classification of aphasia type is highly desirable from the clinical perspective, and this requires a substantial effort of large-scale data collection.
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