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Purpose: Although there is widespread agreement pertaining to the cognitive 
processes underlying spoken word production, more generally in aphasia, multi-
ple competing accounts exist regarding the processes involved for verb produc-
tion, specifically. Some have speculated that suboptimal control of certain item 
properties (e.g., imageability) may be partially responsible for conflicting reports 
in the literature, yet there remains a dearth of research on the psychometric val-
idation of verb production tests for aphasia. The purpose of the present study 
was to investigate the cognitive constructs underlying the Verb Naming Test 
(VNT), a relatively commonly used verb production test, by expanding upon an 
item response theory (IRT) modeling framework we previously described. 
Method: Using an archival data set of 107 individuals with aphasia, we speci-
fied a series of IRT models to investigate whether item covariates (argument 
structure, imageability), person covariates (aphasia subtype, severity), and their 
interactions were predictive of VNT item response patterns. 
Results: Across all models, covariates that were most strongly associated with 
lexical-semantic processing (imageability, aphasia severity) were significant predic-
tors. In contrast, covariates that were most strongly associated with morphosyn-
tactic processing (argument structure, aphasia subtype) were minimally predictive. 
Conclusions: VNT item response patterns appear to be primarily explained by 
covariates representing lexical-semantic processing. In particular, we identified 
an important role of imageability, a covariate not controlled for in the VNT’s item 
design, which both aligns with a body of prior research and further illustrates 
the challenge of differentiating morphosyntactic processing from lexical and 
semantic processes during word production. 
Supplemental Material: https://doi.org/10.23641/asha.28664669 
Spoken word production is understood to be a rapid 
and integrative system involving multiple processes (e.g., 
Dell et al., 1997; Foygel & Dell, 2000; Levelt et al., 1999; 
Walker & Hickok, 2016). Despite their differences, most 
accounts agree on the following: In order to produce a word, 
conceptual representations are activated and mapped to a 
lemma or word representations (lexical-semantic processing) 
that is assigned grammatical markers (morphosyntactic pro-
cessing) and various sound representations (phonological 
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processing) and then motorically planned and executed 
(speech motor processing). Taken collectively, these pro-
cesses are thought to represent the core components of 
word production. 

Disruptions to word production are commonly 
referred to as anomia, a hallmark characteristic of aphasia 
(Benson, 1979; Goodglass & Wingfield, 1997) and one 
that is highly associated with overall aphasia severity (e.g., 
Kristinsson et al., 2023; Walker & Schwartz, 2012; Wilson 
et al., 2023). Response analyses of the types of errors 
(e.g., semantic vs. phonemic) produced during confronta-
tion naming in people with aphasia suggest that anomia 
predominantly reflects lexical-semantic and phonological
right © 2025 American Speech-Language-Hearing Association 1
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processes (e.g., Dell et al., 2004; Mitchum et al., 1990; 
Schwartz et al., 2006), although speech motor processing 
also may play a substantive role (e.g., Walker & Hickok, 
2016; Walker et al., 2018). Notably, such studies empha-
size the production of nouns in isolation, which minimally 
tax morphosyntactic processing and purposefully manip-
ulate properties understood to involve lexical-semantic 
and phonological processing, such as age of acquisition 
and word length (e.g., Kittredge et al., 2008; Whitworth 
et al., 2013). 

By contrast, agrammatism is also a commonly 
observed symptom in aphasia (e.g., Goodglass, 1997; 
Kertesz, 1979; Wilson et al., 2023) that is putatively asso-
ciated with the Broca’s aphasia syndrome (Benson, 1967). 
Agrammatism is characterized by omissive errors of 
inflectional morphemes and closed class words (e.g., arti-
cles, prepositions) that are thought to reflect a selective 
disruption to the morphosyntactic component of word 
production. However, there remains substantial debate as 
to whether agrammatism instead reflects strategic compen-
sation (e.g., Fedorenko et al., 2022; Kolk & Heeschen, 
1992; Rezaii et al., 2022, 2023) that may not be clearly 
dissociated from concomitant disruptions of speech motor 
processing (e.g., Benson, 1967; Casilio et al., 2025; Lorca-
Puls et al., 2023). In studies of agrammatism, behaviors 
are commonly identified in elicited sentence production 
tasks, where sentence properties are manipulated on the 
basis of syntactic complexity, such as passive sentence 
structures, embedded clauses, or complex inflectional mor-
phology (Faroqi-Shah & Dickey, 2009; Faroqi-Shah & 
Thompson, 2007; Friedmann & Grodzinsky, 1997; Wilson 
et al., 2014). Such behaviors have also been identified 
in metrics derived from connected speech (e.g., Casilio 
et al., 2019; Malyutina et al., 2016; Saffran et al., 1989; 
Vermeulen et al., 1989). 

The cognitive processes involved in the production 
of verbs have been hypothesized to lie at the nexus of 
those important to both anomia (i.e., lexical-semantics) 
and agrammatism (i.e., morphosyntax; Chang et al., 2006; 
Gordon & Dell, 2003), and many argue these processes 
can be productively captured during confrontation naming 
(e.g., Kim & Thompson, 2000; Zingeser & Berndt, 1990). 
As a result, verb production impairments in aphasia have 
received considerable attention, with multiple competing 
accounts on the cognitive processes that underlie them. In 
one view, studies revealing dissociations in verb and noun 
production among participants classified with anomic and 
agrammatic aphasia have led scholars to hypothesize an 
underlying lexical deficit, where word forms have separate 
stores that are specific to grammatical class (e.g., Caramazza 
& Hillis, 1991; Miceli et al., 1984, 1988). Others have argued 
that any dissociations or relative divergences in verb 
and noun production instead reflect a semantic deficit, as 
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verbs tend to possess fewer perceptual associations than 
nouns (E. Bates et al., 1991; Bird, Lambdon, et al., 2003; 
Bird et al., 2000; Luzzatti et al., 2002; Vigliocco et al., 
2011). From another viewpoint, these dissociations indi-
cate that verb production is driven by morphosyntactic 
processing, a perspective informed by the observation of 
worse performance on verbs with a greater number of 
arguments or inflectional morphemes in people classified 
with agrammatic aphasia as compared to those with ano-
mic aphasia (Faroqi-Shah & Thompson, 2007; Friedmann 
& Grodzinsky, 1997; Kim & Thompson, 2000; Saffran 
et al., 1980; Thompson, 2003; Thompson et al., 2012). A 
fourth and final viewpoint argues that verb production 
impairments are fundamentally multifactorial, involving dif-
ferential involvement of any and all core processes, with no 
clear dissociations relative to noun production or in partic-
ular aphasia subtypes such as anomic or agrammatic (e.g., 
Alyahya et al., 2018; Basso et al., 1990; Black & Chiat, 
2003). Notably, such studies have argued that suboptimal 
control of the properties of the test items (e.g., imageability, 
or how readily a mental image can be generated in 
response to a stimulus) used to measure verb production, 
along with the reliance on case studies or small samples, 
has inflated the observation of dissociations that may 
instead be artifacts of study design or rare in occurrence. 
Although rare cases are unquestionably of value in eluci-
dating the underlying architecture of cognitive processing, 
such reports are not immune to methodological limitations, 
and findings from them should ultimately be corroborated 
relative to other case studies or group studies (Lambon 
Ralph et al., 2011; Schwartz & Dell, 2010). 

Although noun production tests of confrontation 
naming have undergone extensive validation (Fergadiotis 
et al., 2015, 2019, 2021; Fergadiotis, Swiderski, et al., 
2019; Hula et al., 2015, 2020), there remains minimal 
understanding of the psychometric properties of analogous 
verb production tests. Thus, the degree to which spurious 
aspects of test or study design may be contributing to 
these conflicting accounts of verb production in aphasia is 
ultimately unclear. Only one relatively common verb pro-
duction test for aphasia, the Verb Naming Test (VNT; 
Cho-Reyes & Thompson, 2012), has emerging evidence 
regarding its psychometric properties. A subtest of the 
Northwestern Assessment of Verbs and Sentences (NAVS; 
Cho-Reyes & Thompson, 2012), the VNT consists of 22 
items and requires that individuals produce a target verb 
in response to a pictorial scene (i.e., confrontation nam-
ing). It was designed to differentially tax verb-related mor-
phosyntactic processing while holding lexical-semantic and 
phonological processing relatively constant. Specifically, 
lexical frequency and phoneme (sound) length of the tar-
geted verbs is controlled for in the VNT. In contrast, tar-
geted verbs vary in their argument structure—the number



of participant roles or object phrases associated with the 
verb phrases containing the target verb. It is worth noting 
that argument structure is ultimately relevant to both 
lexical-semantic and morphosyntactic processing in word 
and sentence production. Specifically, the number of argu-
ments and their semantic relationship to the verb are part 
of a verb’s lexical-semantic representation (Dowty, 1991; 
Ferretti et al., 2001; Levin, 1993; Mauner, 2015), and 
there is robust evidence of semantic priming between verbs 
and arguments (e.g., McRae et al., 2005). Despite this 
overlap, argument structure is relatively easy to measure 
and manipulate in a confrontation naming context as 
compared to other possible properties (e.g., inflectional 
morphology), thus suggesting it is a practical proxy for 
verb-related morphosyntactic processing. 

Under a classical test theory (CTT) framework, the 
VNT has been shown to possess adequate interrater reli-
ability and is discriminative of persons with agrammatic 
and anomic aphasia, as assessed in 59 participants classi-
fied with the two subtypes (Cho-Reyes & Thompson, 
2012). More recently, we evaluated the psychometric 
properties of the VNT (Fergadiotis et al., 2023). Here, we 
used item response theory (IRT), a modern approach to 
psychometric validation that, in its simplest form, opera-
tionalizes the probability of a correct response as a func-
tion both of a person’s underlying ability and the diffi-
culty of a given item (Lord, 1980). Using data from 107 
participants with aphasia with diverse impairment profiles, 
we found the VNT demonstrated adequate fit to a one-
parameter logistic (1-PL) model and possessed good reli-
ability under both CTT and IRT frameworks. Impor-
tantly, through these analyses, we found that responses to 
items on the VNT demonstrate an adequate unidimen-
sional structure1 per results from both exploratory and 
confirmatory factor analyses (see Fergadiotis et al., 2023, 
for complete details). However, the constructs that 
1 Importantly, we do not claim that verb production is a unidimen-
sional cognitive process, rather that accuracy scores on the VNT can 
be usefully represented by a unidimensional measurement model. In 
this context, unidimensionality can be understood as the claim that a 
set of test items all respond to a common underlying factor, with no 
substantial structure in the residual covariances among the items. Put 
another way, item responses on the VNT can be understood as psy-
chometrically unidimensional, although verb production may be psy-
chologically multidimensional (Henning, 1992). The explanatory IRT 
model described below seeks to understand the influences on the 
hypothesized underlying factor/dimension. An alternative approach to 
evaluating multidimensionality using the VNT, both psychologically 
and psychometrically, is to contrast unidimensional and multidimen-
sional IRT models (e.g., Horton et al., 2012). Although not the 
approach taken in the present study, given that VNT item responses 
demonstrated adequate model fit to a unidimensional measurement 
model (Fergadiotis et al., 2023), it nonetheless could be a useful and 
productive direction for future research on the construct validity of 
VNT and other verb production tests in aphasia. 
influence that single dimension have yet to be explored. In 
other words, it remains an open question whether verb 
production ability as measured by the VNT indeed is 
determined primarily by verb-related morphosyntactic 
processing, as the developers hypothesized, or whether 
other cognitive processes have greater influence on perfor-
mance. Specifically, does verb production ability, as mea-
sured by the VNT, instead primarily reflect lexical and/or 
semantic processing, in line with other competing accounts 
of verb production impairments? 

The purpose of the present study was to extend our 
prior work (Fergadiotis et al., 2023) on the VNT by inves-
tigating its construct validity using IRT. Specifically, we 
aimed to determine whether item and person covariates 
that are associated with two core constructs, or processes, 
of verb production—lexical-semantic processing versus 
morphosyntactic processing—were predictive of different 
VNT item response patterns. We had three research ques-
tions: (1) Does VNT item difficulty relate more to item 
properties that are assumed to be representative of mor-
phosyntactic or lexical-semantic processing? (2) Does verb 
production ability (i.e., latent test-level score) dissociate in 
those with and without agrammatic aphasia? (3) Does the 
probability of a correct response on the VNT depend on 
the interaction between these item and person covariates? 
Method 

Participants 

As described by Fergadiotis et al. (2023), audiovi-
sual recordings of VNT administrations from 107 partici-
pants with aphasia across 20 data collection sites 
were obtained from an archival data set (AphasiaBank; 
MacWhinney et al., 2011). Right-handed native English 
speakers with a diagnosis of aphasia following a single 
left-hemisphere stroke who had adequate hearing and 
vision (aided or unaided) were included. Aphasia diagno-
sis was operationalized as an Aphasia Quotient (AQ) on 
the Western Aphasia Battery–Revised (WAB-R; Kertesz, 
2006) of < 93.8 or an overall score on the short form of 
the Boston Naming Test (Kaplan et al., 2001) of < 11. 
Those with major psychiatric or neurologic disorders (e.g., 
dementia) were excluded. Demographic and clinical infor-
mation are presented in Table 1. Given the use of an 
extant data set, the present study was exempt from 
approval by an institutional review board. 

VNT Item Responses 

Dichotomous scores (i.e., 1 = correct, 0  =  incorrect) 
for responses from all participants were generated in the
Casilio et al.: Construct Validation of the Verb Naming Test 3



Table 1. Demographic and clinical characteristics of the participant 
sample. 

Characteristic Value 

Age (years) 

M (SD), range 60 (10.4), 39.5–85.7 

Education (years) 

M (SD), range 14.7 (2.3), 11–20 

Missing (%) 3.7 

Ethnicity (%) 

African American 14 

Asian 0.9 

White 84.1 

Gender (%) 

Female 39.8 

Male 40.2 

Poststroke onset (years) 

M (SD), range 5.1 (4.1), 0.3–24.7 

Data collection site (# participants) 

M (SD), range 5.9 (3.5), 1–13 

WAB-R Aphasia Quotient (1–100) 70 (17.1), 20.5–97.9 

BNT, Short Form (% correct) 

M (SD), range 46.5 (29.2), 0–100 

VNT (% correct) 

M (SD), range 65.6 (29.4), 0–100 

Apraxia of speech (%) 

Present 45.8 

Not present 46.7 

Unknown 7.5 

Dysarthria (%) 

Present 9.3 

Not present 80.4 

Unknown 10.3 

Note. WAB-R = Western Aphasia Battery–Revised (Kertesz, 2006); 
BNT = Boston Naming Test (Kaplan et al., 2001); VNT = Verb 
Naming Test (Cho-Reyes & Thompson, 2012). 
same manner as our prior work (Fergadiotis et al., 2023; 
see the Method section and the Appendix for complete 
details). In brief, extracted videos were reviewed, and 
responses were transcribed independently by two trained 
research assistants. Discrepancies between the two 
research assistants were resolved by a licensed speech-
language pathologist. Consensus transcripts were then 
scored in the same manner following published criteria 
(Cho-Reyes & Thompson, 2012) with some minor adjust-
ments (Fergadiotis et al., 2023). Following the VNT scor-
ing manual, responses were considered correct if they con-
tained the targeted verb, regardless of whether inflectional 
morphology was absent or mis-selected. Semantically simi-
lar verbs containing the same argument structure as the 
targeted verb (e.g., saying “giggle” for the item laugh) 
were also permitted, as were pronunciation errors, either 
phonemic or articulatory in nature, that did not obscure 
identification of the response verb and affected < 50% of 
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its phonemes (see Cho-Reyes & Thompson, 2012, for 
additional details regarding VNT scoring procedures). 
Scored item-level responses are provided in Supplemental 
Material S1. 

Covariates 

All relevant person and item covariates, as described 
below, were fully standardized (i.e., z score transformed) 
prior to analysis to place all variables on a common scale 
and thus simplify comparisons across variables when inter-
preting the results. These are included alongside the scored 
item-level responses in Supplemental Material S1. 

Item Covariates 
As described in detail below, we focused our main 

analyses on two primary item covariates—argument struc-
ture and imageability. Three other item covariates repre-
sentative of lexical-semantic and phonological processing 
(lexical frequency, age of acquisition, phoneme length) 
and known to be predictive of item difficulty on a com-
mon test of confrontation naming of noun production 
(Fergadiotis, Swiderski, et al., 2019) were also evaluated 
in a preliminary analysis (see Supplemental Material S4 
for a description of these covariates). This analysis was 
done to confirm that these covariates were adequately 
controlled for in the VNT item design, as intended by its 
developers (Cho-Reyes & Thompson, 2012). 

Argument structure. As briefly outlined in the first 
part, items on the VNT are manipulated on the basis of 
the number of optional or obligatory arguments within 
the predicate of an utterance (Cho-Reyes & Thompson, 
2012), as obtained from the Brandeis Verb Lexicon 
(Grimshaw & Jackendoff, 1981). For the VNT, the num-
ber of verb arguments ranges from 1 to 3 (M = 2.09; 
SD = 0.75), with a greater number of arguments resulting 
in a verb that is more difficult to accurately produce 
(Cho-Reyes & Thompson, 2012). This sensitivity of verb 
argument structure has been previously documented in 
studies of people with agrammatic aphasia (Cho-Reyes & 
Thompson, 2012; De Bleser & Kauschke, 2003; Kim & 
Thompson, 2000; Kiss, 1997; Thompson et al., 1995, 
1997), thus further suggesting that argument structure 
may be indexing verb-related morphosyntactic processing. 
As such, for the purposes of the present study, the number 
of arguments for each of the VNT’s 22 items, defined dur-
ing test design (Cho-Reyes & Thompson, 2012), was 
extracted as an item covariate. Notably, we did not distin-
guish between optional and obligatory argument struc-
tures, as this distinction has previously been found to not 
be sensitive to the presence of agrammatism (Cho-Reyes 
& Thompson, 2012), suggesting it may not be specific to 
verb-related morphosyntactic processing.



Imageability. In contrast, imageability was not 
explicitly measured as part of the VNT’s test design (Cho-
Reyes & Thompson, 2012). This item covariate, which 
captures the degree to which a given word evokes a 
mental image, has previously been shown to be sensitive 
to test-level performance on confrontation naming of 
verb production (Alyahya et al., 2018; Basso et al., 
1990; Luzzatti et al., 2002), where less imageable items 
were more difficult to accurately produce. Imageability 
has been widely presumed to be a proxy of semantic-
conceptual processing (Nickels et al., 2022), although 
distinguishing conceptual-semantic from lexical process-
ing is not straightforward (e.g., Franklin et al., 1995; 
Johnson et al., 1996; Lampe et al., 2021). Thus, image-
ability here is interpreted as broadly capturing the activa-
tion of semantic concepts and their mapping to lexical 
forms. For the present study, we quantified imageability 
by extracting averaged 1–7 ratings of imageability, where 
higher values connote a greater ease in conjuring a mental 
image of the verb, for each of the 22 VNT items (M = 
4.81; SD = 0.80) from the South Carolina Psycholinguistic 
Metabase (Gao et al., 2022). Specifically, we used ratings 
from Graves et al. (2010), which are a compilation of rat-
ings from six sources (Bird et al., 2001; Clark & Paivio, 
2004; Cortese & Fugett, 2004; Gilhooly & Logie, 1980; 
Paivio et al., 1968; Toglia & Battig, 1978). 
2 Beyond demonstrating a unidimensional structure, as mentioned in 
the first part, all 1-PL IRT models additionally must meet the 
assumptions of local independence, where responses to each item are 
independent from one another after accounting for all items collec-
tively measuring a single dimension, and equal discrimination, where 
items are shown to be invariant in their discrimination of individuals 
across levels of latent ability (Lord, 1980).
Person Covariates 
As described in detail below, two person covariates— 

WAB-R subtype and AQ—were selected in order to 
replicate and extend findings important to the original 
psychometric validation of the VNT (Cho-Reyes & 
Thompson, 2012). 

WAB-R subtype. The prior finding of worse perfor-
mance on the VNT for those with agrammatic aphasia 
was based primarily on group classifications using WAB-
R subtypes (Cho-Reyes & Thompson, 2012). Specifically, 
agrammatic aphasia was defined as those with the Broca’s 
subtype, and anomic aphasia was defined as those with 
the Anomic subtype. Thus, for the present study, subtype 
classifications were extracted from behavioral testing 
available as part of AphasiaBank (MacWhinney et al., 
2011). We retained the Broca’s (n = 30) and Anomic (n = 
37) subtypes as specified in the WAB-R; the remaining 
subtypes within our data set (Global, Wernicke, Conduc-
tion, Transcortical Motor, Not Aphasic) were classified 
collectively as “Other” (n = 40). Subtypes were then speci-
fied as a three-level, deviance-coded factor with Broca’s as  
the reference category. Deviance coding was used to 
express Item × Person interactions in a manner similar to 
analysis of variance (ANOVA) and to make the unit of 
analysis for subtype, a categorical variable, comparable to 
a continuous scale. 
WAB-R AQ. AQ (0–100, where higher scores indi-
cate relatively less impairment), a marker of overall apha-
sia severity, was additionally included as a person covari-
ate for two reasons. First, prior observations have shown 
the Broca’s subtype is associated with more severe impair-
ment overall than the Anomic subtype (e.g., Kertesz, 
2006). Second, a preliminary review of AQ scores among 
the Broca’s, Anomic, and Other subtypes within our data 
set showed significant mean differences as per a one-way 
ANOVA with equal variances, F(2, 104) = 52.56, p < 
.001. Thus, to control for any confounding effect of sever-
ity on meaningful differences in verb production perfor-
mance across the aphasia subtypes of interest, AQ was 
added as a controlling covariate (see Table 1 for descrip-
tive statistics). As with the WAB-R subtype covariate, AQ 
was extracted for all participants from AphasiaBank 
(MacWhinney et al., 2011). 

Item × Person Covariate Interactions 

Item × Person interaction terms were additionally 
specified, as we hypothesized that the influence of item 
covariates on VNT item response patterns may vary as a 
function of person covariates. Specifically, we were inter-
ested in whether the effect of argument structure or image-
ability moderated the effect of a person’s WAB-R subtype 
or AQ on VNT item response patterns. 

Analyses 

To address our three research questions, we specified 
multiple 1-PL IRT models of progressive complexity using 
the “glmer” function of the lme4 package (D. Bates et al., 
2015) in R. Models were run using Laplace approxima-
tion, an efficient algorithm for marginal maximum likeli-
hood estimation. Prior to performing our analyses, a small 
number of VNT item responses that were missing at ran-
dom (see Fergadiotis et al., 2023, for details) were item-
level deleted (i.e., only a given item response for a particu-
lar person was deleted and all other data were retained). 

General IRT Modeling Framework 
The foundation of the modeling framework for the 

present study is the 1-PL IRT model, which we previously 
identified as an appropriate measurement model2 for the 
VNT (Fergadiotis et al., 2023). The 1-PL is the simplest
Casilio et al.: Construct Validation of the Verb Naming Test 5



 

of IRT models and, as mentioned in the first part, expresses 
the probability of a correct response as a nonlinear function 
of two parameters simultaneously—a person’s latent ability 
on the continuum of interest and the difficulty of the item, 
as expressed on that same continuum. Specifically, item dif-
ficulty is the location along a logistic function at which 
latent ability, as expressed along the x-axis, intersects with 
a 50% probability of a correct response, as expressed along 
the y-axis. All other possible item parameters (e.g., discrim-
ination, or slope) are fixed. Latent ability is expressed as a 
single continuum, thus the need for demonstrating a unidi-
mensional structure across all test items prior to IRT 
modeling (as done in Fergadiotis et al., 2023). Readers are 
directed to Embretson and Reise (2013) for a detailed intro-
duction to the 1-PL and other IRT models.

For the present study, all 1-PL models were speci-
fied as generalized linear mixed-effects models (GLMMs), 
•

Figure 1. IRT modeling framework. Graphical depiction of the linear com
dom effect for items), shown in blue font, and the addition of covariates 
in black font, as expressed within a GLMM framework (notation adapted
link function components that connect the observed VNT item response
shown. GLMM = generalized linear mixed-effects model; IRT = item resp
Test; 1-PL = one-parameter logistic.

6 Journal of Speech, Language, and Hearing Research 1–18
a general framework for modeling item response patterns 
(De Boeck & Wilson, 2004). These are all multivariable 
models with a single dependent variable and several covar-
iates, expressed as either fixed or random effects. Specifi-
cally, the probability of a correct response, via a logit 
link function, is expressed as a linear function of items, 
persons, and their covariates (see Figure 1). In the 
absence of covariates, the equation is equivalent to a tra-
ditional 1-PL IRT model, as depicted in blue font in Fig-
ure 1. When covariates are included, as depicted in black 
font in Figure 1, they can be interpreted as effects on 
various components of the 1-PL IRT model, as described 
in greater detail below. This investigation of relations 
among person and/or item covariates in response to items 
is broadly referred to as explanatory IRT, whereas  more
traditional IRT models without covariates (i.e., measure-
ment models) may be referred to as descriptive IRT (De 
Boeck & Wilson, 2004). 
ponent of the final descriptive IRT model (1-PL IRT model with ran-
for the final explanatory IRT model (latent regression LLTM), shown 
 from the work of De Boeck & Wilson, 2004). The random and logit 
s to the logit-transformed probability of a correct response are not 
onse theory; LLTM = linear logistic test model; VNT = Verb Naming 



For the purposes of the present study, our first step 
was to identify an appropriate 1-PL IRT model without 
covariates (i.e., descriptive IRT model) that acted as a 
baseline model for subsequent modeling. Our second step 
was to expand on this baseline model to include item and 
person covariates and their interactions (i.e., explanatory 
IRT model). Following published guidelines (e.g., Cho 
et al., 2017), our final models were determined using like-
lihood ratio tests (LRTs) for nested model comparisons 
and two information criteria indices—Akaike information 
criterion (AIC; Akaike, 1973) and Bayesian information 
criterion (BIC; Schwarz, 1978). Proportion of variance 
explained (R2 ) was also evaluated qualitatively. An over-
view of the research questions and related method of our 
two-step modeling approach is provided on the left-hand 
side of Figure 2. 

Descriptive IRT Model (Step 1) 
Building on our prior findings (Fergadiotis et al., 

2023) and prior to investigating the three research questions 
of the present study, we tested whether the 1-PL IRT model 
adequately explained additional complexities within the 
data. Specifically, our first step (Step 1A) was to evaluate 
whether there was evidence of multilevel dependencies 
among the 18 AphasiaBank data collection sites (i.e., clus-
ters) of the current data set. This was done by calculating 
the intraclass correlation coefficient, or the proportion of 
variance explained by cluster relative to the total variance, 
for nested 1-PL and multilevel 1-PL IRT models. Then 
(Step 1B), the best-fitting model was respecified with a ran-
dom effect for items (as opposed to the traditional fixed 
Figure 2. Summary of steps of the IRT modeling framework. Overview 
(left-hand side), as well as a brief outlining of the results (right-hand sid
one-parameter logistic. 
effect), which allowed us to evaluate whether VNT items 
could be more productively understood as being sampled 
from a larger population of verb production items (De 
Boeck, 2008). This was done by inspecting the random 
effect’s variance to determine if there was sufficient vari-
ability to warrant use of a random effect for items. This 
final step was completed to allow us to specify our explana-
tory IRT model, as described below, which necessitates a 
random item effect (i.e., unexplained variability over items) 
for unbiased estimates and standard errors of covariate 
effects (Cho et al., 2014; Janssen et al., 2004). 

Explanatory IRT Model (Step 2) 
To address our three research questions, we expanded 

upon our best-fitting descriptive IRT model to specify a sin-
gle explanatory IRT model (latent regression linear logistic 
test model [LLTM]; see De Boeck & Wilson, 2004, for a 
detailed explanation of possible explanatory IRT models) 
that yields information about the effect of item covariates, 
person covariates, and Item × Person interactions on item 
response patterns of the VNT. All covariates were entered 
into the model as fixed; all other aspects of the final descrip-
tive IRT model from Step 1 remained the same (see Figure 
1). Details about how different effects within the model 
relate to the research questions at hand are outlined below. 

Research Question 1: Explaining VNT Item 
Difficulty (Step 2A) 

The inclusion of item covariates within a 1-PL IRT 
model permits the quantification of their effect on item
of the research questions and the method used to address them 
e). IRT = item response theory; VNT = Verb Naming Test; 1-PL = 
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difficulty parameters. This “item side” in explanatory IRT 
is referred to as an LLTM with a random effect for items 
to account for unexplained variability (De Boeck, 2008) 
or as an item generation model (Cho et al., 2014). In the 
case of the present study, this LLTM model was first used 
for the preliminary analysis with three item covariates 
common to word production tests in aphasia, as men-
tioned above (see Supplemental Material S4 for details). 
Then, for our main analysis, we used the main item covar-
iates (argument structure, imageability) to investigate our 
first research question, which pertained to identifying 
which cognitive process of word production was predomi-
nantly driving variability in VNT item difficulty. 

Research Question 2: Explaining Verb 
Production Ability (Step 2B) 

The “person side” of explanatory IRT, where the 
effect of person covariates on IRT test-level estimates of 
underlying latent ability (verb production), is commonly 
referred to as latent regression with a random effect for 
items (De Boeck & Wilson, 2004). Here, these covariates 
targeted our second research question, which was to iden-
tify whether individuals with the WAB-R subtype (Broca’s) 
most associated with a morphosyntactic processing deficit 
(agrammatism) possessed differentially less verb produc-
tion ability than those classified with Anomic or other 
subtypes when controlling for overall aphasia severity, as 
measured using AQ. 

Research Question 3: Explaining VNT 
Response Probabilities (Step 2C) 

The “person” and “item” aspects of explanatory IRT 
discussed thus far only covered main effects. However, our 
third research question pertained to the interaction of Item × 
Person covariates. Thus, we extended our explanatory IRT 
model (latent regression LLTM) to include interaction terms 
for testing whether the effect of an item covariate moderated 
the effect of a given person covariate on the probability of a 
correct response. Here, these interactions provide informa-
tion about whether the effect of imageability or argument 
structure is contingent on a person’s WAB-R subtype when 
controlling for their aphasia severity. This particular aspect 
of the model can also be referred to as differential facet func-
tioning (Meulders & Xie, 2004) and provides information 
about the effect of Item × Person interactions on the proba-
bility of a correct response. 
Results 

All models converged to an admissible solution. A 
summary of results relative to each research question and 
•8 Journal of Speech, Language, and Hearing Research 1–18
its modeling approach is shown on the right-hand side of 
Figure 2. 

Descriptive IRT Model (Step 1) 

For investigating the multilevel structure of the data 
(Step 1A), we found that the intraclass correlation coeffi-
cient comparing variance from the random person effect 
between the 1-PL and multilevel 1-PL IRT models was 
.037, suggesting there was negligible variance among per-
sons that was attributable to clusters (i.e., data collection 
site). As such, a 1-PL IRT model was retained as the best-
fitting and more parsimonious model. Then, findings 
regarding the specification of a random effect for items 
(Step 1B) revealed an item variance of 0.978, which was 
judged to be sufficient to proceed with a random effect for 
items for the subsequent models based on prior work 
using similar types of IRT models (e.g., De Boeck et al., 
2016). In summary, a 1-PL IRT model with random effect 
for items was identified as an appropriate baseline or 
descriptive IRT model to be expanded upon for the 
explanatory IRT model specification. Full model results 
for this final descriptive IRT model can be found in Sup-
plemental Material S3. 

Explanatory IRT Model (Step 2) 

Relative to our final descriptive IRT model (1-PL 
IRT with random effect for items), the explanatory IRT 
model (latent regression LLTM), which included all of the 
person and item covariates and their interactions, demon-
strated significantly better fit to the data. AIC and BIC 
values were lower, the LRT was significant (p < .001), 
and the model overall explained a substantial amount of 
both the item- and person-related variance (see Table 2). 
Findings specific to each research question are detailed 
below, with full results displayed in Table 3 and Figure 3. 

Research Question 1: Explaining VNT Item 
Difficulty (Step 2A) 

For the preliminary analysis including the tradi-
tional item covariates (lexical frequency, age of acquisi-
tion, and phoneme length), the LLTM with the covariates 
was not significantly different than the one without covari-
ates, yielding a nonsignificant LRT (p = .547). In other 
words, the three item covariates combined did not explain 
any additional variability in item difficulty on the VNT 
(see Supplemental Material S4 for additional details). 

In our main analysis, there was a significant main 
effect of imageability (p < .001) but not argument struc-
ture (p = .195) on VNT item difficulty parameters (see 
Table 3). For every 1 SD (0.80) increase in imageability, 
item difficulty parameters decreased on average by 0.935



Table 2. Model fit indices for the descriptive and explanatory IRT models. 

Model 
Number of 
parameters AIC BIC Log-likelihood Deviance LRT Item R2 Person R2 

χ2 df p 

1-PL IRT with 
random item 
effect 

3 2608.7 2626.0 −1301.3 2602.7 NA NA NA NA NA 

Latent regression 
LLTM 

14 2466.7 2547.3 −1219.3 2438.7 164.04 11 < .001 .706 .772 

Note. IRT = item response theory; AIC = Akaike information criterion; BIC = Bayesian information criterion; LRT = likelihood ratio test; 1-
PL = one-parameter logistic; LLTM = linear logistic test model. 
on the logit scale, equivalent to an odds ratio decrease of 
0.393, while holding other covariates constant. This corre-
sponds to a ~23% decrease on the probability scale when 
comparing item difficulty parameters that lie between 
approximately −1 and +1 on the logit scale (implying a 
range of approximately 25%–75% correct on the probabil-
ity scale). In other words, the difficulty of an item on the 
VNT increased as the targeted verb became less imageable. 

Research Question 2: Explaining Verb Production 
Ability (Step 2B) 

There was a significant main effect for the control-
ling covariate of AQ (p < .001) but not for subtype levels, 
either Anomic versus Broca’s (p = .262) or Other versus 
Broca’s (p = .464) on verb production ability (see Table 
3). For every 1 SD increase in AQ (17.1), verb production 
Table 3. Fixed and random effects of the explanatory IRT model (latent re

Fixed effects 
Estimat
(logit) 

Intercept 0.015

Argument structure 0.274

Imageability −0.935
Subtype, anomic versus Broca’s −0.358
Subtype, other versus Broca’s −0.173
AQ 1.387

Argument structure*Subtype, anomic versus Broca’s −0.110
Argument structure*Subtype, other versus Broca’s 0.153

Argument structure*AQ −0.053
Imageability*Subtype, anomic versus Broca’s −0.642
Imageability*Subtype, other versus Broca’s −0.187
Imageability*AQ 0.278

Random effects Variance

Person 0.489

Item 0.287

Note. Transformation of parameter estimates from the logit scale to an
Item covariate effect estimates, when specified using the “glmer” functio
an “easiness” scale, as opposed to the traditional “difficulty” scale of IRT
on the “difficulty” scale for ease of interpretation. IRT = item response the
a SE = logit-scaled standard error. 
ability increased by 1.387 on the logit scale, equivalent to 
an odds ratio increase of 4.003, while holding other covar-
iates constant. This corresponds to a ~34% increase on 
the probability scale when comparing individuals whose 
verb production abilities lies between approximately −1 
and +1 on the logit scale. In other words, individuals with 
higher AQ or less severe aphasia severity had higher verb 
production ability on average. 

Research Question 3: Explaining VNT Response 
Probabilities (Step 2C) 

In addition to the main effects discussed above and 
as shown in Table 3, there were two significant interaction 
effects: Imageability × AQ (p = .03) and Imageability × 
Subtype, Anomic versus Broca’s (p = .021). Plots of the 
simple slopes revealed that imageability had a differentially
gression LLTM). 

e Estimate 
(odds ratio) SEa z-statistic p-value 

1.015 0.229 0.063 .950 

1.315 0.211 −1.297 .195 

0.393 0.233 4.012 < .001 

0.699 0.319 −1.122 .262 

0.841 0.237 −0.732 .464 

4.003 0.141 9.828 < .001 

0.896 0.249 −0.442 .659 

1.165 0.183 0.837 .403 

0.948 0.199 −0.446 .656 

0.526 0.279 −2.303 .021 

0.829 0.213 −0.879 .379 

1.320 0.128 2.171 .030 

 

 

 

 odds ratio was calculated using the following formula: exp(logit). 
n in the lme4 package in R (Bates et al., 2015), are expressed on 
 models; as such, value signs were flipped to re-express estimates 
ory; LLTM = linear logistic test model; AQ = Aphasia Quotient. 
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Figure 3. Significant interactions from the latent regression LLTM. Plots depicting the significant interaction between imageability and AQ 
(left) and between imageability and subtype, anomic versus Broca’s (right). Solid and dashed lines show the logit-transformed predicted VNT 
item responses as a function of the imageability item covariate for each quantitative (AQ) and qualitative (subtype) level of the person covari-
ates when holding all other covariates constant. The shaded bands represent the 95% confidence interval around the predicted slopes. 
AQ = Aphasia Quotient; LLTM = linear logistic test model; VNT = Verb Naming Test. 
greater impact on the logit-transformed probability of a 
correct response on the VNT in individuals with higher 
AQs, or less severe aphasia, and those classified with the 
Broca’s subtype, as compared with the Anomic subtype 
when holding all other covariates constant (see Figure 3). 
Discussion 

The aim of the present study was to evaluate the 
underlying constructs of the VNT by expanding and refin-
ing our previously reported IRT modeling framework 
(Fergadiotis et al., 2023). In a diverse sample of 107 par-
ticipants with aphasia, we found that the item response 
patterns on the VNT were primarily associated with item 
(imageability) and person (WAB-R AQ) covariates, as 
well as their interaction, thought to reflect lexical-semantic 
processing. In contrast, argument structure and the Broca’s 
WAB-R subtype—respective item and person covariates 
that have previously been assumed to reflect morphosyn-
tactic processing (Cho-Reyes & Thompson, 2012)—were 
not explanatory of VNT item response patterns. However, 
imageability had a differentially greater impact on the 
probability of a correct response for those with the Broca’s 
WAB-R subtype. Thus, when considering all findings 
collectively, the enacted construct of the VNT (i.e., 
lexical-semantic processing) does not clearly align with 
•10 Journal of Speech, Language, and Hearing Research 1–18
the test developers’ intended construct (i.e., morphosyntac-
tic processing; Cho-Reyes & Thompson, 2012; Gorin & 
Embretson, 2006). 

The main findings of the present study build on a 
robust descriptive IRT model we evaluated in our prior 
work (Fergadiotis et al., 2023) and was refined herein. 
Notably, we confirmed the appropriateness of treating 
item difficulty as a random parameter and also identified 
no multilevel structure to the VNT item responses as a 
function of testing group site. This latter point suggests 
that standardized word production tests of aphasia similar 
to the VNT may be relatively invariant to clinician or 
geographic location, a consideration of particular impor-
tance given the widespread use of data from multisite 
repositories such as AphasiaBank (MacWhinney et al., 
2011) for research purposes. 
VNT Item Difficulty Is Modulated by 
Imageability (Research Question 1) 

Our preliminary LLTM analysis revealed no com-
bined effect of lexical frequency, age of acquisition, and 
phoneme length—item covariates reflecting both lexical-
semantic and phonological processing—on VNT item dif-
ficulty parameters. This was to be expected given that 
these covariates are relatively controlled for in the VNT



3 This confidence interval was calculated via a bias-corrected acceler-
ated bootstrap method (DiCiccio & Efron, 1996; Efron, 1987) from 
10,000 iterations of resampled data using the boot package (Canty & 
Ripley, 2017) in R (Version 4.3.0). 
test design, in contrast with other confrontation naming 
tests of noun production, where these properties are 
purposefully manipulated (e.g., Fergadiotis, Swiderski, 
et al., 2019). 

In the LLTM portion of our explanatory IRT model 
(latent regression LLTM), imageability, a covariate repre-
sentative of lexical-semantic processing, was highly associ-
ated with item difficulty parameters even though it was 
not considered in the VNT design process. Although ima-
geability has received relatively less attention in the apha-
sia literature as compared with other item covariates 
(Lampe et al., 2021; Nickels, 1995; Nickels et al., 2022), 
its important role in the present study comports not only 
with research on word production performance in healthy 
individuals (Perret & Bonin, 2019) but also those with 
aphasia, where no group-level dissociations between noun 
and verb production performance are observed when ima-
geability ratings, among other item covariates (e.g., lexical 
frequency), are matched across stimuli or otherwise 
accounted for in study analyses (Aggujaro et al., 2006; 
Alyahya et al., 2018; Berndt et al., 2002; Bird et al., 2000; 
Bird, Howard, et al., 2003; Crepaldi et al., 2006; Luzzatti 
et al., 2002; Mätzig et al., 2009; Vigliocco et al., 2011). 
Notably, some of these group studies identified a small 
number of participants who persisted in having a differen-
tially greater impairment with verbs even when imageability 
was controlled for (e.g., Aggujaro et al., 2006; Crepaldi 
et al., 2006; Mätzig et al., 2009), as has been observed in 
case reports in the neuropsychological literature (e.g., Miceli 
et al., 1984). Thus, our finding on imageability does not 
negate the possibility of true grammatical class dissociations 
among the participants included in this study or the aphasia 
population at large but rather suggests that such dissocia-
tions are uncommon and require careful behavioral testing. 

Argument structure, a covariate that is assumed to 
be representative of verb-related morphosyntactic process-
ing, was the primary item property manipulated in the 
VNT, yet we identified no significant effect of argument 
structure on item difficulty parameters. The underlying 
reasons for this are likely multifactorial. First, argument 
structure is inherently more restricted in its range (1–3) 
than imageability (2.47–5.92) among the 22 VNT items, 
thus potentially yielding less information. Second, argu-
ment structure can be challenging to quantify, and it is 
not uncommon for raters to disagree on the number of 
the participant roles for the same verb (FitzGerald et al., 
2018). Third, there is some degree of visual anomaly 
among the picture stimuli of the VNT, where a subset of 
verbs not explicitly obligatory in their argument struc-
ture was forced to be as such through the inclusion of 
additional elements (Cho-Reyes & Thompson, 2012). 
Although visual complexity as an item covariate is both 
distinct from imageability and seemingly unimportant 
to word production (Nickels et al., 2022; Perret & 
Bonin, 2019), idiosyncratic alternations such as these 
may nonetheless have had unintended consequences and 
introduced construct-irrelevant noise. 

Finally, argument structure is itself a complex prop-
erty spanning both morphosyntactic and lexical-semantic 
processes, and the contributions from each can be chal-
lenging to distinguish. Regarding morphosyntactic pro-
cessing, argument structure plays a critical role in not only 
specifying the number and type of object phrases but also 
the grammatical morphology needed for each object 
phrase (Grimshaw, 1990; Shapiro et al., 1987). Regarding 
lexical-semantic processing, argument structure carries 
information about underlying semantic relationships 
(Dowty, 1991; Levin, 1993; Pinker, 2013); can be primed 
by semantic information (Ferretti et al., 2001; Hare et al., 
2009; McRae et al., 2005); and is systematically related to 
properties of lexical-semantic processing, such as semantic 
weight (i.e., the number of distinctive semantic features a 
verb has; Gordon & Dell, 2003). Argument structure dif-
ferences between verbs are therefore just as likely to 
reflect lexical-semantic as morphosyntactic processes and 
representations. Relevant to this point, there was a moder-
ate correlation (r = −.625, 95% confidence interval [−.348, 
−.780]3 ) between argument structure and imageability, 
which itself is highly correlated with semantic weight 
(Barde et al., 2006), among the VNT items. Thus, when 
considered in conjunction with the other limitations noted 
earlier, it is likely that any potential unique effect of argu-
ment structure, if present, is not distinguishable from that 
of imageability or other lexical-semantic features. This 
broader challenge of isolating morphosyntactic processing 
from that of lexical-semantics is one that is well estab-
lished and, recently, has received considerable attention in 
the neuroimaging literature (e.g., Fedorenko et al., 2020; 
Hu et al., 2022; Matchin & Hickok, 2020). 

Verb Production Ability Is Modulated by 
Aphasia Severity (Research Question 2) 

For the latent regression portion of our explanatory 
IRT model, our controlling covariate of aphasia severity, 
as measured with the WAB-R AQ, was a significant pre-
dictor of verb production ability on the VNT. This finding 
aligns with a larger body of literature showing the close 
alignment between overall word production ability and 
aphasia severity (e.g., Kristinsson et al., 2023; Walker & 
Schwartz, 2012; Wilson et al., 2023), as mentioned in the
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first part. It also comports with research showing that 
impaired verb production ability, like impaired noun produc-
tion ability, is not only highly prevalent among people with 
aphasia (Mätzig et al., 2009) but also associated with overall 
functional communication in aphasia (Rofes et al., 2015). 

Aphasia subtype, again as measured using the 
WAB-R, had no significant effect on verb production ability. 
Most importantly, there was no difference in verb produc-
tion ability between the Broca’s (agrammatic) and Anomic 
subtypes. This contrasts with dissociations reported between 
these two subgroups in the initial psychometric validation of 
the VNT (Cho-Reyes & Thompson, 2012), among other 
studies (e.g., Lee & Thompson, 2015; Zingeser & Berndt, 
1990). In line with our earlier finding on item covariates, we 
interpret this lack of effect as originating from multiple 
sources. First, the absence of aphasia subtype differences is 
likely derivative, in part, of the VNT’s item design. In other 
words, given that an item covariate assumed to be relevant 
to morphosyntactic processing (i.e., argument structure) was 
not associated with item-specific parameters (i.e., difficulty), 
it is unlikely that a person covariate assumed to be relevant 
to morphosyntactic processing (i.e., Broca’s or  agrammatic
subtype) would be associated with person-specific parame-
ters (i.e., verb production ability). Second, our study’s sam-
ple was much larger and more varied than previous work 
showing subtype-specific effects, containing 107 participants 
with no restriction on the basis of aphasia subtype. Other 
studies with samples similar to ours (e.g., Alyahya et al., 
2018) have also failed to identify grammatical class dissocia-
tions or meaningful groupings on the basis of aphasia sub-
types, thus suggesting that such dissociations are either rare 
or potentially an artifact of sampling bias. Third and finally, 
Broca’s aphasia is a relatively amorphous syndrome that is 
only putatively associated with agrammatism, as outlined in 
the first part. Moreover, all people with aphasia are anomic 
to varying degrees (Goodglass & Wingfield, 1997), yet the 
subtype as defined within the WAB-R is far more restrictive 
(Kertesz, 2006). We have emphasized these subtypes in the 
present study here given their historical precedent in the liter-
ature and on the VNT and NAVS specifically. However, 
these findings further illustrate the problems associated with 
subtypes, which appear to obscure more than elucidate our 
understanding of the underlying nature of aphasia (Alyahya 
et al., 2018; E. Bates et al., 2005; Butler et al., 2014; Casilio 
et al., 2019; Landrigan et al., 2021; Wilson et al., 2023). 
VNT Response Probabilities Are Differentially 
Modulated by Imageability for Those 
With Less Severe or Broca’s Aphasia 
(Research Question 3) 

For the latent regression LLTM portion of our 
explanatory IRT model, imageability was a significant 
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moderator of both aphasia severity (WAB-R AQ) and 
subtype (WAB-R subtype). For the interaction between 
imageability and severity, individuals with less severe 
impairments were more sensitive to imageability in their 
probability of producing a correct response. This finding 
is to be expected given that those with more severe apha-
sia likely have impairments across multiple cognitive pro-
cesses important to word production (e.g., Schwartz & 
Brecher, 2000), thus making their response probabilities 
on the VNT relatively invariant to more subtle changes in 
a single item covariate. 

The interaction between imageability and subtype 
may be consistent with previous findings showing that 
verb production in those with agrammatism is robustly 
affected by properties indexing lexical-semantic process-
ing (Barde et al., 2006; Park et al., 2023; Rezaii 
et al., 2023; Thorne & Faroqi-Shah, 2016). Specifically, 
semantically heavy verbs (e.g., “fly”) are produced at 
equal or in greater number, whereas semantically light 
verbs (e.g., “go”) are produced in smaller number dur-
ing elicited sentence production and connected speech 
tasks. This association is analogous to the one identified 
here—individuals with Broca’s subtype were more likely 
to accurately produce more imageable verbs. This inter-
pretation should be taken with caution, given the imper-
fect relationship between the Broca’s subtype and 
agrammatism, as outlined above. Nonetheless, neurobio-
logical evidence shows that those classified with both 
the Broca’s subtype (Mohr, 1976; Mohr et al., 1978) 
and agrammatism (Matchin et al., 2020) commonly have 
lesions sparing the left temporal lobe and consequently 
have preserved access to lexical and (critically) semantic 
representations stored there (e.g., Hickok & Poeppel, 
2007; Lambon Ralph et al., 2017; Wilson et al., 2009, 
2018). Thus, this preserved access may make response 
probabilities on the VNT more sensitive to manipula-
tions in imageability, potentially as a form of strategic 
compensation (Fedorenko et al., 2022; Gordon & Dell, 
2003). Such an interpretation would comport with find-
ings from the behavioral literature showing people with 
aphasia, as compared with healthy speakers, make 
greater use of semantic cues during verb production 
(Dresang et al., 2021). 

In contrast, there was no moderating effect of 
argument structure on aphasia severity or subtype. 
Although the prior literature has shown that those with 
agrammatic aphasia tend to be more sensitive to alter-
ations in argument structure (Cho-Reyes & Thompson, 
2012; Kim & Thompson, 2000; Thompson, 2003), this 
lack of effect is congruent with other findings from the 
explanatory IRT model and likely a byproduct of the 
overall test design, among other factors, as discussed 
above.



Clinical and Research Applications 

There are multiple potential ways in which the find-
ings of the current study could apply to future clinical and 
research endeavors. Specifically, the parameter estimates 
(item difficulty, verb production ability) of the final 
descriptive IRT model, as reported in Supplemental Mate-
rial S3, could be used to evaluate relations among VNT 
performance and other available AphasiaBank data using 
psychometrically robust test- and item-level covariates. 
Moreover, the item difficulty parameter estimates could 
be used to derive estimates of verb production ability in 
new groups of participants assessed with the VNT. Addi-
tionally, with regard to the explanatory IRT model, the 
set of covariates we evaluated could be leveraged to 
develop a predictive model for estimating item difficulty 
of new items for the purposes of refining or expanding on 
the VNT. Finally, the current findings further emphasize 
the importance of item covariates like imageability, 
among others (e.g., lexical frequency), in assessing verb 
production ability in aphasia and, more broadly, in devel-
oping a diagnostic profile of performance to guide treat-
ment planning. Given that the cognitive constructs under-
lying many aphasia tests are presumed as opposed to 
empirically tested, we urge caution for both clinicians and 
researchers when using not only VNT but other similar 
tests that purport to test verb-related morphosyntactic 
processing in aphasia. Specifically, we recommend the 
VNT be used primarily as a measure of lexical-semantic 
processing. Although the VNT may capture some degree 
of information about morphosyntactic processing, this 
should be corroborated with other measures known to 
capture behaviors salient to this process, such as those 
derived from a connected speech sample (see Saffran 
et al., 1989, and Casilio et al., 2019, as examples of vali-
dated transcription-based and transcription-less connected 
speech analysis systems). In our view, other confrontation 
naming tests of verb production that do not control for 
imageability are likely to also predominantly capture 
lexical-semantic processing, in line with other empirical 
studies of verb production (e.g., Alyahya et al., 2018). 
Whether our findings pertaining to the VNT extend to the 
larger NAVS, however, remains an open question, and 
future research should explore the constructs underlying 
other subtests in the battery. 

Limitations and Future Directions 

The present study is not without limitations. First, 
motor planning and execution are processes known to be 
important to successful word production (e.g., Walker & 
Hickok, 2016). Although the VNT scoring criteria control 
for these processes to the extent possible (Cho-Reyes & 
Thompson, 2012), we were unable to evaluate whether 
relevant person covariates (i.e., clinical diagnosis of 
apraxia of speech or dysarthria) were associated with 
VNT item response patterns due to insufficient power. 
Future research on verb production is ongoing among our 
research team, and the role of motoric processes in word 
production using IRT is planned in future once sample 
sizes permit. Second, our findings focused on a single verb 
production test for aphasia, and future research should 
ideally incorporate multiple tests of both verbs and nouns 
to better elucidate the cognitive processes underlying each 
and in relation to one another. Third and finally, mea-
sures of structural brain damage are known to be explana-
tory of verb production in aphasia (e.g., Aggujaro et al., 
2006; Alyahya et al., 2018; Dresang et al., 2021). Incorpo-
rating them into a modeling framework would likely yield 
additional information regarding the VNT’s underlying 
constructs and thus would be a valuable future direction. 
Conclusions 

Although verb production may lie at the intersection 
of lexical-semantic and morphosyntactic processes, many 
verb production tests are insufficiently validated for test-
ing this claim. Our careful analysis of item response pat-
terns using IRT, as obtained from a diverse group of 
people with aphasia, suggests that the underlying construct 
of the VNT, a commonly used verb production test in 
aphasia, is most associated with covariates relevant to 
lexical-semantic processing. These findings illustrate the 
dual nature of argument structure as both a morphosyn-
tactic and lexical-semantic verb property; reiterate the 
importance of controlling for imageability, among other 
relevant item covariates, in studies pertaining to the cogni-
tive processes underlying word production in aphasia; and 
recapitulate the particular challenge of isolating morpho-
syntactic processing from lexical and semantic processes. 
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